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Abstrak – Pesan spam pada layanan Short Message Service (SMS) masih sering dimanfaatkan untuk 

penipuan dan penyalahgunaan data pribadi sehingga diperlukan sistem yang mampu melakukan penyaringan 

pesan secara otomatis pada perangkat seluler. Penelitian ini mengembangkan aplikasi penyaringan SMS spam 

berbasis Android dengan mengintegrasikan antarmuka Flutter dan mesin klasifikasi berbasis Python melalui 

plugin Chaquopy. Metode klasifikasi yang digunakan adalah Logistic Regression dengan tahapan prapemrosesan 

teks, ekstraksi fitur menggunakan Term Frequency–Inverse Document Frequency (TF-IDF), serta pelatihan dan 

pengujian model pada dataset SMS berbahasa Indonesia yang telah dilabeli ke dalam kelas spam dan non-spam. 

Hasil evaluasi menunjukkan bahwa model menghasilkan akurasi sebesar 96%, dengan nilai precision 0,94 dan 

recall 0,97 pada kelas non-spam, serta precision 0,97 dan recall 0,94 pada kelas spam. Confusion matrix yang 

diperoleh adalah [[111, 3], [7, 108]], yang menunjukkan bahwa sebagian besar pesan berhasil diklasifikasikan 

secara tepat pada kedua kelas. Berdasarkan hasil tersebut, Logistic Regression dapat diterapkan secara efektif 

untuk klasifikasi teks pendek pada pesan SMS dan sesuai digunakan sebagai sistem penyaringan spam yang 

berjalan langsung pada perangkat Android. 

 

Kata Kunci — Android, Klasifikasi Teks, Logistic Regression, SMS Spam, Pembelajaran Mesin

1. PENDAHULUAN 

 
Layanan pesan singkat (Short Message Service / SMS) masih digunakan secara luas dalam berbagai layanan 

resmi, terutama untuk keperluan verifikasi keamanan dan transaksi perbankan karena tidak bergantung pada 

koneksi internet. Di sisi lain, penggunaan SMS juga membuka peluang penyalahgunaan sebagai media pengiriman 

pesan spam, seperti pesan promosi yang tidak diinginkan maupun pesan yang mengarah pada penipuan. Kondisi 

tersebut menimbulkan kebutuhan akan mekanisme penyaringan pesan yang mampu membedakan pesan spam dan 

non-spam secara otomatis. Untuk menjawab permasalahan tersebut, berbagai pendekatan berbasis machine 

learning telah dikembangkan. Sejumlah penelitian menunjukkan bahwa algoritma Logistic Regression mampu 

mengklasifikasikan SMS spam dengan tingkat akurasi hingga 96% serta memiliki kompleksitas komputasi yang 

relatif rendah. Karakteristik ini menjadikan Logistic Regression sesuai digunakan untuk pengolahan teks pendek 

pada perangkat seluler dengan keterbatasan sumber daya.[1], [2], [3] 

Selain Logistic Regression, sejumlah algoritma lain juga telah dikaji dalam penelitian klasifikasi SMS spam. 

Salah satu metode yang banyak digunakan adalah Support Vector Machine (SVM), yang mampu mencapai tingkat 

akurasi hingga 96,94% pada klasifikasi SMS berbahasa Indonesia [4], [5]. Meskipun demikian, SVM 

membutuhkan proses komputasi yang lebih berat, terutama ketika jumlah data meningkat. Pendekatan Deep 

Learning seperti ResNet dan IndoBERT menunjukkan performa klasifikasi yang sangat tinggi dengan akurasi 

hingga 99,35% untuk IndoBERT dan 99,08% untuk ResNet [6], [7]. Akan tetapi, metode tersebut memerlukan 

sumber daya komputasi yang besar sehingga kurang efisien untuk diterapkan secara langsung pada perangkat 

seluler. 

Penelitian Prasetya et al. menunjukkan bahwa prapemrosesan teks yang meliputi pembersihan teks, 

tokenisasi, penghapusan kata umum, dan stemming merupakan tahapan penting dalam pengolahan teks berbahasa 

Indonesia yang bersifat tidak baku dan berukuran pendek [8]. Penelitian tersebut diterapkan pada ulasan pengguna 

aplikasi Spotify yang memiliki karakteristik linguistik berupa singkatan, variasi penulisan, dan struktur kalimat 

informal, yang juga umum ditemukan pada pesan SMS. Oleh karena itu, pendekatan prapemrosesan teks yang 

digunakan dalam penelitian tersebut relevan untuk diterapkan sebagai dasar pengolahan data pada sistem deteksi 

spam SMS sebelum dilakukan ekstraksi fitur dan proses klasifikasi. 

Permasalahan lain yang masih ditemui pada pengembangan sistem deteksi spam adalah aspek implementasi 

pada platform Android. Beberapa sistem yang telah dikembangkan masih bergantung pada arsitektur berbasis 

server atau layanan web sehingga memerlukan pengiriman data pesan ke pihak eksternal [9].Pendekatan tersebut 

menimbulkan ketergantungan terhadap infrastruktur tambahan dan membatasi penerapan sistem secara mandiri 

pada perangkat Android. Oleh karena itu, penelitian ini mengembangkan sistem penyaringan SMS spam berbasis 

Android dengan menerapkan algoritma Logistic Regression sebagai metode klasifikasi yang ringan dan efisien 

untuk dijalankan langsung pada perangkat. 
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2. METODE PENELITIAN 

Penelitian ini menggunakan pendekatan eksperimental yang digabung dengan perancangan sistem aplikasi. 

Pendekatan eksperimental digunakan untuk membangun dan mengevaluasi model klasifikasi SMS spam, 

sedangkan perancangan sistem diterapkan untuk mengintegrasikan model ke dalam aplikasi berbasis Android. 

Tahapan penelitian meliputi pengambilan dataset terlabel dari kaggle, prapemrosesan data teks, ekstraksi fitur 

menggunakan TF-IDF, pembangunan model klasifikasi Logistic Regression, evaluasi kinerja model, serta 

implementasi sistem ke dalam aplikasi Android. Pada Gambar 1 berikut merupakan tahapan atau langkah-langkah 

dalam melakukan penelitian ; 

 

 
Gambar 1. Alur Penelitian  

2.1 Perancangan Sistem 
Perancangan sistem dilakukan menggunakan pendekatan Object-Oriented Analysis and Design 

(OOAD) untuk menggambarkan fungsi dan alur kerja aplikasi pendeteksi SMS spam berbasis Android. 

Pendekatan ini digunakan untuk memastikan bahwa sistem dirancang secara terstruktur, dengan pemisahan 

yang jelas antara peran pengguna dan proses yang dijalankan oleh sistem. 

Diagram use case digunakan untuk memodelkan fungsi utama sistem dan hubungan antara pengguna 

dengan aplikasi. Diagram ini menggambarkan aktivitas pengguna dalam mengirim dan menerima pesan SMS 

serta mengakses hasil klasifikasi pesan ke dalam kategori spam dan non-spam. Diagram use case ditunjukkan 

pada Gambar 1 di bawah ini. 

Gambar 1. Use Case Penyaringan Spam Sms 

Berdasarkan fungsi-fungsi yang telah dimodelkan pada diagram use case, alur proses klasifikasi pesan SMS 

digambarkan menggunakan diagram activity. Diagram ini menunjukkan tahapan proses yang terjadi di dalam 

sistem, mulai dari penerimaan pesan SMS, proses prapemrosesan teks, klasifikasi pesan menggunakan model 

Logistic Regression, hingga penempatan pesan ke dalam kategori spam atau non-spam. Diagram activity 

ditunjukkan pada Gambar 2. 

Gambar 2. Activity Diagram Penyaringan Spam SMS 
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2.2 Pengumpulan Data 
Data yang digunakan dalam penelitian ini diperoleh dari dataset terbuka yang tersedia pada platform 

Kaggle [10] . Dataset tersebut berisi pesan SMS berbahasa Indonesia yang telah dilabeli ke dalam dua kelas, 

yaitu spam dan non-spam. Penelitian ini tidak melakukan proses pelabelan ulang terhadap data, melainkan 

memanfaatkan label yang telah tersedia sebagai dasar pelatihan dan pengujian model klasifikasi. 

2.3 Prapemrosesan Data Teks 
Prapemrosesan data dilakukan untuk membersihkan dan menormalkan teks SMS sebelum proses 

ekstraksi fitur. Tahapan ini meliputi case folding dengan mengubah seluruh teks menjadi huruf kecil, 

penghapusan angka dan karakter non-alfanumerik menggunakan regular expression, serta perbaikan spasi. 

Selanjutnya dilakukan normalisasi kata tidak baku ke dalam bentuk kata baku menggunakan kamus kata baku 

bahasa Indonesia guna mengurangi variasi penulisan kata yang umum ditemukan pada pesan SMS[11][12]. 

Setelah itu, dilakukan penghapusan stopwords bahasa Indonesia untuk menghilangkan kata-kata umum yang 

tidak memiliki kontribusi signifikan terhadap proses klasifikasi[13]. Tahap prapemrosesan diakhiri dengan 

proses stemming menggunakan algoritma Sastrawi untuk mengubah kata ke bentuk dasarnya[14]. 

2.4 Ekstraksi Fitur 
Metode Term Frequency–Inverse Document Frequency (TF-IDF) digunakan untuk merepresentasikan 

pesan SMS ke dalam bentuk vektor numerik. TF-IDF berperan dalam memberikan bobot pada setiap kata 

berdasarkan frekuensi kemunculannya dalam dokumen dan keseluruhan korpus, sehingga teks dapat diubah 

menjadi representasi numerik yang dapat diproses pada tahap klasifikasi[15]. Bobot TF-IDF dihitung 

menggunakan persamaan berikut: 

 

TF-IDF(𝑡, 𝑑) = TF(𝑡, 𝑑) × log⁡ (
𝑁

𝐷𝐹(𝑡)
)……………………….(1) 

 

di mana: 

- TF(𝑡, 𝑑)adalah frekuensi kemunculan kata 𝑡dalam dokumen  

- 𝐷𝐹(𝑡)adalah jumlah dokumen yang mengandung kata 𝑡 
- 𝑁adalah jumlah total dokumen. 

Bobot TF-IDF yang dihasilkan digunakan sebagai fitur masukan untuk model Logistic Regression. 

2.5 Pelatihan Model 
 Metode klasifikasi yang digunakan dalam penelitian ini adalah Logistic Regression, yaitu algoritma 

klasifikasi statistik yang digunakan untuk memodelkan probabilitas suatu data termasuk ke dalam kelas 

tertentu[16]. Pada penelitian ini, Logistic Regression digunakan untuk mengklasifikasikan pesan SMS ke 

dalam dua kelas, yaitu spam dan non-spam. 

Model Logistic Regression memanfaatkan fungsi sigmoid untuk memetakan kombinasi linear fitur ke dalam 

nilai probabilitas, yang dirumuskan sebagai berikut: 

 

𝑃(𝑦 = 1 ∣ 𝑥) =
1

1+𝑒−(𝛽0+𝛽1𝑥1+𝛽2𝑥2+⋯+𝛽𝑛𝑥𝑛)
……………………….(2) 

 

di mana: 

- 𝑥1, 𝑥2, … , 𝑥𝑛merupakan fitur hasil ekstraksi TF-IDF, 

- 𝛽0adalah bias, 

- 𝛽1, 𝛽2, … , 𝛽𝑛adalah bobot model. 

 Nilai probabilitas yang dihasilkan digunakan untuk menentukan kelas pesan berdasarkan ambang batas 

tertentu. Jika nilai probabilitas ≥ 0,5 maka pesan diklasifikasikan sebagai spam, sedangkan jika nilai 

probabilitas < 0,5 maka pesan diklasifikasikan sebagai non-spam. 

2.6 Implementasi Sistem 
 Model klasifikasi yang telah dilatih diintegrasikan ke dalam aplikasi Android. Antarmuka aplikasi 

dikembangkan menggunakan Flutter, sedangkan mesin klasifikasi diimplementasikan menggunakan bahasa 

Python. Integrasi antara Flutter dan Python dilakukan melalui plugin Chaquopy, sehingga proses 

prapemrosesan dan klasifikasi pesan dapat dijalankan langsung di dalam aplikasi. Implementasi ini 

memungkinkan sistem bekerja secara otomatis dalam memproses pesan SMS yang diterima. 

2.7 Evaluasi Model 
 Evaluasi kinerja model dilakukan menggunakan beberapa metrik, yaitu akurasi, presisi, recall, dan F1-

score, yang dirumuskan sebagai berikut: 

 

Akurasi =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
……………………….(3) 

 

Presisi =
𝑇𝑃

𝑇𝑃+𝐹𝑃
……………………….(4) 
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Recall =
𝑇𝑃

𝑇𝑃+𝐹𝑁
……………………….(5) 

 

F1-Score = 2 ×
Presisi×Recall

Presisi+Recall
……………………….(6) 

 

di mana: 

- 𝑇𝑃 adalah true positive 

- 𝑇𝑁 adalah true negative 

- 𝐹𝑃 adalah false positive 

- 𝐹𝑁 adalah false negative 

 

3. HASIL DAN PEMBAHASAN 

 
Bab ini menyajikan hasil pengujian model klasifikasi SMS spam yang telah dibuat. Hasil pengujian diperoleh 

dari proses evaluasi model Logistic Regression menggunakan dataset SMS berbahasa Indonesia yang telah melalui 

tahapan prapemrosesan dan ekstraksi fitur. 

3.1 Deskripsi Dataset dan Skenario Pengujian 
Dataset yang digunakan dalam penelitian ini merupakan dataset SMS berbahasa Indonesia yang 

diperoleh dari Kaggle dan telah dilengkapi dengan label kategori spam dan non-spam. Dataset pada tabe1 1 

terdiri dari dua kelas dengan distribusi yang relatif seimbang sehingga tidak diperlukan penanganan khusus 

terhadap ketidakseimbangan data. 

 

Tabel 1. Distribusi Kelas Dataset SMS 
Kategori Persentase (%) 

Spam 50,22 

Non-Spam 49,78 

 

Dataset kemudian dibagi menjadi data latih dan data uji dengan rasio 80:20. Data latih digunakan untuk 

membangun model klasifikasi, sedangkan data uji digunakan untuk mengevaluasi kinerja model terhadap data 

yang belum pernah dilihat sebelumnya. 

3.2 Hasil Pemrosesan Data 
 Tahap prapemrosesan data dilakukan untuk meningkatkan kualitas data teks sebelum proses ekstraksi 

fitur. Pesan SMS umumnya memiliki karakteristik teks yang pendek, tidak baku, serta mengandung banyak 

variasi penulisan, seperti singkatan dan kata informal. Oleh karena itu, proses case folding, penghapusan 

angka dan karakter non-alfanumerik, serta normalisasi kata tidak baku menggunakan kamus kata baku bahasa 

Indonesia menjadi tahapan penting untuk mengurangi variasi kata yang tidak relevan. 

 Penghapusan stopwords bertujuan untuk menghilangkan kata-kata umum yang tidak memiliki kontribusi 

signifikan dalam membedakan kelas spam dan non-spam. Selanjutnya, proses stemming menggunakan 

algoritma Sastrawi dilakukan untuk mengubah kata ke bentuk dasarnya sehingga kata dengan makna yang 

sama dapat direpresentasikan secara konsisten. Hasil prapemrosesan ini menghasilkan teks yang lebih 

terstruktur dan representatif, yang berdampak langsung pada efektivitas proses ekstraksi fitur TF-IDF. 

3.3 Hasil Pelatihan dan Pengujian Model 
Model Logistic Regression dilatih menggunakan data latih hasil ekstraksi fitur TF-IDF, kemudian diuji 

menggunakan data uji untuk mengevaluasi kemampuan klasifikasi pesan SMS ke dalam kategori spam dan 

non-spam. Hasil pengujian model disajikan dalam bentuk confusion matrix pada gambar 3 yang 

menggambarkan perbandingan antara label aktual dan label prediksi. 

 

 
Gambar 3. Confusion Matrix 
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Berdasarkan confusion matrix pada Gambar 2, diperoleh sebanyak 111 pesan non-spam (ham) yang berhasil 

diklasifikasikan dengan benar dan 108 pesan spam yang berhasil terdeteksi dengan tepat. Selain itu, terdapat 

3 pesan non-spam yang salah diklasifikasikan sebagai spam (false positive) dan 7 pesan spam yang salah 

diklasifikasikan sebagai non-spam (false negative). 

 

Hasil ini menunjukkan bahwa model memiliki kemampuan klasifikasi yang baik dalam membedakan pesan 

spam dan non-spam, dengan jumlah kesalahan klasifikasi yang relatif kecil dibandingkan total data uji. 

3.4 Evaluasi Model 
 Evaluasi kinerja model dilakukan untuk menilai kemampuan Logistic Regression dalam 

mengklasifikasikan pesan SMS ke dalam kategori spam dan non-spam. Berdasarkan tabel 2 pengujian 

dilakukan menggunakan data uji sebanyak 229 pesan, dan kinerja model diukur menggunakan metrik akurasi, 

presisi, recall, dan F1-score.  

 Berdasarkan hasil evaluasi, model mencapai akurasi sebesar 96%, yang menunjukkan bahwa sebagian 

besar pesan SMS pada data uji berhasil diklasifikasikan dengan benar. Nilai ini mencerminkan kinerja model 

yang stabil pada dataset dengan distribusi kelas yang relatif seimbang. 

 Untuk kelas non-spam (ham), model menghasilkan nilai presisi sebesar 0,94 dan recall sebesar 0,97, 

dengan F1-score sebesar 0,96. Nilai recall yang tinggi pada kelas ini menunjukkan bahwa model sangat baik 

dalam mengenali pesan non-spam, sehingga risiko pesan normal salah terdeteksi sebagai spam dapat 

diminimalkan. Sementara itu, untuk kelas spam, model memperoleh presisi sebesar 0,97 dan recall sebesar 

0,94, dengan F1-score sebesar 0,96. Nilai presisi yang tinggi menunjukkan bahwa sebagian besar pesan yang 

diprediksi sebagai spam benar-benar merupakan spam, sedangkan nilai recall yang sedikit lebih rendah 

menunjukkan masih adanya sejumlah kecil pesan spam yang lolos sebagai non-spam. 

 Secara keseluruhan, nilai macro average dan weighted average untuk presisi, recall, dan F1-score masing-

masing sebesar 0,96, yang menandakan bahwa model memiliki performa yang seimbang pada kedua kelas. 

Hasil ini menunjukkan bahwa Logistic Regression mampu memberikan kinerja klasifikasi yang baik dan 

konsisten pada data SMS berbahasa Indonesia. 

 

Tabel 2. Hasil Evaluasi Kinerja Model 
Kelas Presisi Recall F1-Score Support 

Ham (Non-Spam) 0,94 0,97 0,96 114 

Spam 0,97 0,94 0,96 115 

Akurasi   0,96 229 

Macro Average 0,96 0,96 0,96 229 

Weighted Average 0,96 0,96 0,96 229 

 

3.5 Implementasi Aplikasi Android 
 Implementasi sistem deteksi dan penyaringan SMS spam direalisasikan dalam bentuk aplikasi berbasis 

Android. Aplikasi ini dirancang untuk mensimulasikan proses penerimaan pesan SMS, melakukan klasifikasi 

secara otomatis, serta mengelola hasil klasifikasi ke dalam kategori spam dan non-spam. Antarmuka aplikasi 

dikembangkan menggunakan Flutter, sedangkan proses klasifikasi teks dijalankan menggunakan bahasa 

Python yang diintegrasikan melalui plugin Chaquopy.  

3.5.1. Halaman Utama 

 Halaman utama aplikasi berfungsi sebagai antarmuka awal bagi pengguna untuk melakukan 

pengujian pesan SMS. Pada halaman ini, pengguna dapat memasukkan nomor pengirim (opsional) 

dan isi pesan SMS yang akan diklasifikasikan. Setelah pesan dikirim, sistem secara otomatis 

menjalankan proses prapemrosesan teks dan klasifikasi menggunakan model Logistic Regression 

yang telah dilatih sebelumnya. Tampilan halaman utama aplikasi ditunjukkan pada Gambar 4 
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Gambar 4. Halaman Utama 

 

3.5.2. Halaman Riwayat dan Klasifikasi 
 Aplikasi menyediakan halaman riwayat klasifikasi yang berfungsi untuk menampilkan daftar 

pesan SMS yang telah diproses oleh sistem. Pada kondisi awal penggunaan, halaman riwayat belum 

menampilkan data karena belum terdapat pesan yang diklasifikasikan. Tampilan kondisi awal 

halaman riwayat klasifikasi yang masih kosong ditunjukkan pada Gambar 5. 

 

 
Gambar 5. Halaman Riwayat & Klasifikasi 

 

Setelah pengguna melakukan proses klasifikasi pesan, hasil klasifikasi akan otomatis ditambahkan 

ke dalam halaman riwayat sesuai dengan kategori pesan. Melalui halaman ini, pengguna dapat 

memantau kembali hasil klasifikasi pesan spam dan non-spam yang telah diproses sebelumnya. 

3.5.3. Hasil Klasifikasi Pesan Non-Spam 
 Pesan yang diklasifikasikan sebagai non-spam secara otomatis disimpan ke dalam folder Safe 

Messages pada menu riwayat klasifikasi. Setiap pesan ditampilkan bersama informasi pendukung, 

seperti nomor pengirim, waktu penerimaan, serta nilai keyakinan hasil klasifikasi. Penyimpanan 

pesan non-spam ini bertujuan untuk memastikan bahwa pesan normal tetap dapat diakses oleh 

pengguna tanpa terganggu oleh pesan spam. Contoh hasil klasifikasi pesan non-spam ditunjukkan 

pada Gambar 6. 
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Gambar 6. Hasil Klasifikasi Non-Spam 

 

3.5.4. Hasil Klasifikasi Pesan Spam 
Pesan yang terdeteksi sebagai spam akan dipisahkan dan disimpan ke dalam folder Spam Messages. 

Pemisahan ini memungkinkan sistem melakukan fungsi penyaringan secara efektif, sehingga pesan 

yang berpotensi mengganggu atau berbahaya tidak tercampur dengan pesan normal. Setiap pesan 

spam ditandai dengan ikon peringatan serta nilai keyakinan model yang menunjukkan tingkat 

probabilitas pesan tersebut tergolong spam. Tampilan folder Spam Messages ditunjukkan pada 

Gambar di bawah ini 

 

 
Gambar 7. Hasil Klasifikasi Spam  

 

4. SIMPULAN 

 
Berdasarkan hasil penelitian dan pembahasan yang telah dilakukan, dapat disimpulkan sebagai berikut: 

1. Penelitian ini berhasil membangun sistem deteksi dan penyaringan SMS spam berbasis Android dengan 

memanfaatkan algoritma Logistic Regression yang terintegrasi ke dalam aplikasi menggunakan 

antarmuka Flutter dan mesin klasifikasi berbasis Python melalui plugin Chaquopy. Sistem yang 

dikembangkan mampu melakukan klasifikasi pesan SMS secara otomatis pada aplikasi Android. 

2. Model klasifikasi yang digunakan menunjukkan kinerja yang baik dengan tingkat akurasi sebesar 96% 

pada data uji. Nilai presisi, recall, dan F1-score yang relatif seimbang pada kedua kelas menunjukkan 

bahwa sistem mampu membedakan pesan spam dan non-spam secara konsisten tanpa kecenderungan bias 

kelas yang signifikan. 
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3. Prapemrosesan teks dengan normalisasi kata tidak baku dan stemming bahasa Indonesia memungkinkan 

sistem menangani pesan SMS yang pendek dan bersifat informal, sehingga proses klasifikasi dapat 

diterapkan pada berbagai variasi penulisan pesan.. 

4. Implementasi algoritma Logistic Regression pada aplikasi Android menunjukkan keunggulan dalam 

efisiensi komputasi. Sistem dapat dijalankan secara responsif tanpa membebani sumber daya perangkat, 

sehingga mendukung proses klasifikasi pesan SMS secara otomatis di dalam aplikasi.. 

5. Sistem yang dikembangkan masih memiliki keterbatasan dalam mendeteksi pola spam baru yang belum 

terwakili dalam data pelatihan. Keterbatasan ini menyebabkan sebagian kecil pesan spam berpotensi 

terklasifikasi sebagai non-spam. 

. 

5. SARAN 

 
Berdasarkan keterbatasan yang ditemukan dalam penelitian ini, penelitian selanjutnya disarankan untuk 

memperluas dan memperbarui dataset pelatihan agar dapat mencakup variasi pola spam yang lebih beragam. Selain 

itu, metode ekstraksi fitur dapat dikembangkan lebih lanjut, misalnya dengan memanfaatkan n-gram atau 

pendekatan lain yang mampu menangkap konteks kata dalam pesan SMS. Penelitian lanjutan juga dapat 

mengeksplorasi penggunaan atau penggabungan algoritma klasifikasi selain Logistic Regression dengan tetap 

mempertimbangkan efisiensi komputasi, sehingga sistem tetap sesuai untuk diterapkan pada perangkat Android. 
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