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Abstrak – Jagung merupakan komoditas pangan penting yang rentan terhadap serangan penyakit daun, 

seperti Common Rust, Gray Leaf Spot, dan Blight, yang dapat menurunkan hasil panen secara signifikan. 

Identifikasi penyakit secara manual masih bergantung pada pengamatan visual sehingga berpotensi menimbulkan 

kesalahan diagnosis. Oleh karena itu, penelitian ini bertujuan mengembangkan sistem identifikasi penyakit daun 

jagung berbasis citra menggunakan metode NASNet Mobile. Data penelitian terdiri dari citra daun jagung dengan 

empat kelas, yaitu Healthy, Common Rust, Gray Leaf Spot, dan Blight. Tahapan penelitian meliputi preprocessing 

citra berupa resize dan normalisasi, augmentasi data untuk meningkatkan variasi citra, serta pelatihan model 

menggunakan arsitektur NASNet Mobile dengan pendekatan transfer learning. Evaluasi kinerja model dilakukan 

menggunakan confusion matrix serta metrik akurasi, presisi, recall, dan F1-score. Hasil pengujian menunjukkan 

bahwa model mampu mencapai akurasi sebesar 91%, dengan performa terbaik pada kelas Healthy dan Common 

Rust, sementara kelas Gray Leaf Spot masih menunjukkan nilai recall yang lebih rendah akibat kemiripan visual 

antar penyakit. Hasil ini menunjukkan bahwa NASNet Mobile efektif digunakan untuk identifikasi penyakit daun 

jagung dan berpotensi dikembangkan sebagai sistem pendukung keputusan bagi petani dalam pengendalian 

penyakit tanaman secara lebih akurat. 

 

Kata Kunci — augmentasi data, citra daun jagung, NASNet Mobile, penyakit daun, deep learning.

1. PENDAHULUAN 

Jagung (Zea mays L.) adalah salah satu jenis makanan pokok di Indonesia yang memiliki peran penting 

sebagai sumber karbohidrat untuk memenuhi kebutuhan makan sehari-hari masyarakat[1]. Selain dimanfaatkan 

sebagai bahan makanan, jagung juga memiliki nilai ekonomi yang besar[2]. Jagung termasuk ke dalam kelompok 

serealia karena bijinya bisa langsung dikonsumsi[3]. Selain itu, biji jagung juga bisa diubah menjadi berbagai jenis 

produk makanan atau pakan hewan[4]. Permintaan jagung terus naik, baik untuk dikonsumsi langsung maupun 

digunakan sebagai bahan baku industri makanan. Karena itu, pengembangan teknologi dalam pengolahan jagung 

sangat penting agar bisa meningkatkan produksi dan kualitasnya, sehingga mampu memenuhi kebutuhan pasar 

yang terus bertambah[5]. Namun ada beberapa hal yang memengaruhi jumlah dan kualitas hasil panen jagung[6]. 

Jagung menjadi salah satu komoditas unggulan yang banyak dibudidayakan oleh petani. Namun,  petani  

jagung sering menghadapi tantangan besar berupa serangan penyakit daun yang dapat merusak tanaman secara 

cepat[7]. Tanaman jagung umumnya terkena penyakit seperti Cercospora Leaf Spot (Gray Leaf Spot), Common 

Rust, dan Northern Leaf Blight. Namun, membedakan ketiga penyakit cukup sulit hanya dilakukan secara kasat 

mata. Karena itu, para petani sering salah dalam memilih obat saat mengatasi penyakit, sehingga menyebabkan 

kerusakan pada tanaman jagung. Akibatnya, petani mengalami kerugian karena gagal panen[8]. Oleh karena itu, 

sangat penting untuk menemukan solusi yang tepat agar bisa mendeteksi penyakit daun pada tanaman jagung 

secara akurat, dan metode NASNet Mobile bisa digunakan untuk hal tersebut. 

Dalam penggunaan NASNet Mobile, terdapat pendekatan yang digunakan untuk mendeteksi penyakit daun 

pada tanaman jagung. NASNet(Neural Architecture Search Network) dirancang untuk mengoptimalkan struktur 

jaringan saraf secara otomatis agar mencapai performa terbaik dalam klasifikasi citra. NASNet Mobile telah 

digunakan sebagai ekstraktor fitur dalam sistem identifikasi penyakit tanaman, sehingga memungkinkan integrasi 

dengan perangkat mobile untuk deteksi di lapangan yang lebih praktis[9]. Dengan menggunakan NASNet Mobile, 

proses mengenali penyakit pada daun jagung bisa dilakukan dengan cepat dan tepat berdasarkan citra daun, 

sehingga membantu petani dan para ahli pertanian dalam membuat keputusan yang benar tanpa perlu kemampuan 

khusus untuk mengenali tanda-tanda penyakit secara manual. 

Penggunaan model NASNet Mobile sebagai pengekstraksi menunjukkan peningkatan tingkat keakuratan 

klasifikasi ketika digabungkan dengan teknik transfer learning. Model ini lebih efektif dalam mengenali pola 

visual pada daun yang terkena penyakit seperti Cercospora Leaf Spot (Gray Leaf Spot), Common Rust, dan 

Northern Leaf Blight dibandingkan dengan metode yang biasa digunakan[10]. Selanjutnya, dikembangkan sistem 

untuk mendeteksi penyakit pada daun jagung menggunakan teknologi Convolutional Neural Network (CNN). 
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Sistem ini dilatih dengan data gambar penyakit daun yang berasal dari berbagai kondisi lingkungan. Tujuannya 

adalah agar sistem bisa digunakan di lapangan untuk membantu proses identifikasi penyakit secara otomatis 

melalui analisis gambar digital[11]. 

Solusi untuk mengatasi kerugian petani akibat penyakit daun jagung dikembangkan melalui model klasifikasi 

berbasis NASNet Mobile yang secara otomatis dapat mengenali gejala penyakit dari citra daun. Dengan 

memanfaatkan kemampuan ekstraksi fitur visualnya, model ini dirancang untuk mempercepat dan membuat 

objektif proses identifikasi penyakit daun, yang dapat digunakan sebagai dasar sistem lanjutan bagi petani yang 

tak memiliki akses ke tenaga ahli. Meskipun belum diterapkan secara real-time, pendekatan ini terbukti efektif 

melalui evaluasi kinerja model, dan dapat membantu petani mengurangi risiko kerugian akibat diagnosis yang 

terlambat serta meningkatkan ketepatan pengendalian penyakit, mendukung kualitas panen secara lebih akurat dan 

sistematis. 

 

2. METODE PENELITIAN 

Dalam penelitian ini, dilakukan pendekatan yang menyeluruh untuk mengenali penyakit pada daun jagung. 

Proses yang dilakukan melibatkan beberapa tahapan utama, yaitu mulai dari pengumpulan data, preprocessing 

data, augmentasi citra, hingga mengevaluasi hasil. Alur penelitian ini telah disajikan pada Gambar 1. 

 

Gambar 1. Alur Penelitian 

2.1 Pengumpulan Data 

 

 

Gambar 2. Pengumpulan Data Daun Jagung Sehat dan Terserang Penyakit 

 

Pengumpulan data dalam penelitian ini sebagian ditunjukkan pada gambar 2, data dikumpulkan melalui 

kaggle, dengan total 300 gambar untuk kategori 100 Healthy, 100 Cercospora Leaf Spot (Gray Leaf Spot), 100 

Common Rust, dan 100 untuk kategori Northern Leaf Blight. 
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2.2 Preprocessing Data 

Sebelum  melakukan  analisis  lebih  lanjut,  citra  yang  dikumpulkan  menjalani  proses  pra pemrosesan  

yang  meliputi,  pada  normalisasi  dilakukan  perskalaan  kembali  terhadap  nilai-nilai yang tersimpan pada dataset 

yang membuat proses pengolahan menjadi lebih mudah[12]. Pada Resize adalah mengubah ukuran citra dalam 

satuan pixel[13]. Gambar 3 menunjukkan aktivitas resize. 

 

 

Gambar 3. sebelum dan sesudah Resize dan Normalisasi 

Tahap pra-pemrosesan data dilakukan untuk menormalisasi dan diubah ukurannya menjadi 224x224 

piksel[14]. Proses normalisasi nilai piksel dilakukan dengan baik, yaitu dengan mengubah nilai dari rentang awal 

0 sampai 255 menjadi rentang 0 sampai 1[15]. 

Karena jumlah data yang dikumpulkan dalam penelitian ini masih terbilang sedikit, maka dilakukan proses 

normalisasi untuk meningkatkan variasi data. Proses mengubah ukuran gambar bertujuan agar semua citra 

memiliki dimensi yang sama, meskipun ukuran aslinya berbeda[16]. Konsistensi ini sangat penting agar sesuai 

dengan kebutuhan arsitektur model, yang memerlukan input berukuran tetap yaitu 224x224 piksel[17]. Penyamaan 

ukuran gambar memberikan keuntungan dalam tahap pelatihan model, karena data dapat diproses secara konsisten 

tanpa adanya gangguan akibat perbedaan dimensi yang bisa menghambat kestabilan proses pelatihan. 

 

2.3 Augmentasi Data 

Karena data yang terkumpul dalam studi ini masih terbatas, normalisasi data dilakukan untuk meningkatkan 

variasi data. Augmentasi data merupakan proses penggandaan data untuk memperbesar ukuran dataset[18]. 

Beberapa teknik augmentasi diterapkan, meliputi rotasi, pembalikan horizontal dan vertikal, pembesaran atau 

pengecilan (zooming), penyesuaian kecerahan, pemotongan (shearing), perpindahan horizontal dan vertikal 

(shifting), penambahan Gaussian noise, pengaburan (blurring), serta penyesuaian kontras. 

Teknik augmentasi yang digunakan melibatkan rotasi gambar hingga 40°, pembalikan horizontal dan 

vertikal, serta zooming antara 80% sampai 120%. Selain itu, dilakukan perubahan kecerahan dari 0,5 sampai 1,5, 

distorsi shearing sampai 20°, pergeseran horizontal dan vertikal hingga 20%, penambahan noise Gaussian untuk 

meniru gangguan lingkungan, blurring memakai Gaussian Blur, dan perubahan kontras antara 0,8 sampai 1,2. 

    
 

Gambar 4. Hasil Augmentasi 

Melalui proses augmentasi ditunjukkan gambar 4, data yang lebih beragam diperoleh, yang membantu model 

dalam mengenali berbagai kondisi penyakit pada daun jagung. Augmentasi ini menghasilkan total 3.975 gambar 

yang terdiri dari 1.162 gambar kategori sehat, 557 gambar kategori Cercospora Leaf Spot (Gray Leaf Spot), 1.189 

gambar kategori Common Rust, dan 1.067 gambar kategori Northern Leaf Blight. Hasil ini menunjukkan bahwa 

model mampu mengenali penyakit daun jagung meskipun terdapat variasi kondisi gambar seperti perubahan 

pencahayaan, orientasi, dan kualitas visual. 
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2.4 Modelling 

Penelitian ini menerapkan metode machine learning, terutama identifikasi citra, memakai model Deep 

Learning berbasis Convolutional Neural Network (CNN). CNN adalah metode deep learning yang bisa dipakai 

untuk klasifikasi gambar, pengelompokan berdasarkan kemiripan, serta pengenalan gambar dan adegan[19].  

Model yang dipakai adalah NASNet Mobile (Neural Architecture Search Network). NASNet Mobile adalah 

CNN yang dilatih memakai lebih dari satu juta gambar dari dataset ImageNet. Arsitektur CNN NASNet bisa 

diskalakan; arsitektur ini tersusun dari blok bangunan dasar (sel) yang diatur memakai Reinforcement 

Learning[20]. 

 

Gambar 5. Arsitektur NASNet Mobile[21] 

Arsitektur NASNet Mobile tampak pada gambar 5 dimulai dengan lapisan masukan yang menerima citra 

berwarna tiga kanal (RGB). Setelah itu, terdapat lapisan konvolusi awal (Conv) yang berfungsi mengekstraksi fitur 

dasar seperti tepi dan warna dari citra. Jaringan ini tersusun dari blok utama bernama Reduction Cell dan Normal 

Cell. Reduction Cell berfungsi untuk mengurangi dimensi spasial fitur (tinggi dan lebar) sambil menjaga informasi 

penting. Hal ini membuat pendalaman jaringan menjadi efisien tanpa menghilangkan konteks visual. 

Cell Normal berperan untuk memperkuat serta mengekstraksi fitur lebih lanjut tanpa mengubah ukuran 

dimensi spasial dan umumnya diulang beberapa kali dalam jaringan. Setelah melewati beberapa lapisan ini, fitur 

yang telah diproses diteruskan ke Fully Connected Layer untuk diringkas menjadi vektor satu dimensi. Lapisan 

ini diikuti oleh Softmax Layer yang mengubah vektor menjadi probabilitas kelas sehingga menghasilkan prediksi 

kelas akhir. NASNetMobile dikenal karena kemampuannya menyesuaikan kompleksitas model dengan kebutuhan, 

baik untuk performa tinggi maupun efisiensi komputasi. Hal ini membuatnya sangat ideal untuk dipakai dalam 

berbagai tugas klasifikasi citra, termasuk pada perangkat mobile melalui versi NASNetMobile[20]. 

 

2.5 Matriks Evaluasi 

Menentukan tingkat keberhasilan performa sistem menggunakan model yang telah dilatih untuk mendeteksi 

objek dilakukan dengan matriks evaluasi, diantaranya adalah akurasi, presisi, recall, F1 score, dan confusion 

matrix. Confusion Matrix adalah tabel yang menunjukkan jumlah data uji yang diklasifikasikan secara benar dan 

salah [22]. 

𝐴𝑘𝑢𝑟𝑎𝑠𝑖 =  
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁)
   (1) 

𝑃𝑟𝑒𝑐𝑠𝑖𝑜𝑛 =  
(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒)

(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒)
 (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒)

(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒)
  (3) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
(2×𝑟𝑒𝑐𝑎𝑙𝑙×𝑝𝑟𝑒𝑠𝑖𝑠𝑖)

(𝑟𝑒𝑐𝑎𝑙𝑙+𝑝𝑟𝑒𝑠𝑖𝑠𝑖)
  (4) 
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Tabel 1. Confusion Matrix 

Class Kelas Positif Kelas Negatif 

Positif TP (True Positive) TN (True Negative) 

Negatif FP (False Positive) FN (False Negative) 

 

3. HASIL DAN PEMBAHASAN 

 

3.1 Confusion Matrix 

Mengevaluasi kinerja model NASNet Mobile yang dikembangkan melalui serangkaian pengujian. Pada 

tahap awal, menerapkan confusion matrix untuk menilai kemampuan model dalam membedakan jenis penyakit. 

Nilai persentase dalam confusion matrix yang dinormalisasi memberikan gambaran yang jelas tentang seberapa 

baik model dalam mengklasifikasikan objek dengan benar. Nilai-nilai dalam confusion matrix, seperti Precision, 

Recall, dan F1-score, dapat dihitung untuk menilai akurasi model dalam membedakan jenis penyakit daun jagung. 

 

Gambar 6. Hasil Confusion Matrix 

Confusion Matrix yang disajikan pada gambar 6. menggambarkan kemampuan model dalam 

mengelompokkan empat jenis penyakit daun jagung. Untuk kategori Healthy, model menunjukkan akurasi tinggi 

dengan 113 gambar berhasil diklasifikasikan dengan benar dan tidak ditemukan kesalahan identifikasi ke kelas 

lain. Sebaliknya, pada kategori Blight, peforma model cukup baik, dengan hanya 100 gambar terklasifikasi tepat, 

sementara 1 gambar salah dikenali sebagai Common Rust, 7 sebagai Gray Leaf Spot, dan 1 sebagai Healthy. 

Kategori Gray Leaf Spot juga menurun, di mana hanya 36 gambar diklasifikasi dengan benar, sedangkan 17 

gambar dikenali sebagai Blight, dan 4 sebagai Common Rust. Kesalahan klasifikasi ini umumnya terjadi akibat 

kemiripan visual antar jenis penyakit, khususnya antara Gray Leaf Spot dan Blight. Temuan ini menegaskan 

perlunya peningkatan pada data pelatihan, strategi augmentasi, serta teknik regularisasi agar performa model 

menjadi lebih optimal. 
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3.2 Performa Model 

Tabel 2. Peforma Model (Precision, Recall, F1-Score) 

Kelas Precision Recall F1-Score Support 

Blight 0,83 0,92 0,87 109 

Common Rust 0,96 0,96 0,96 118 

Gray Leaf Spot 0,80 0,63 0,71 57 

Healthy 0,99 1,00 1,00 113 

accuracy   0,91 397 

macro avg 0,90 0,88 0,88 397 

weighted avg 0,91 0,91 0,91 397 

 

Pada tabel 2, matriks evaluasi memberikan gambaran tentang peforma model dalam mengklasifikasi 

penyakit daun jagung berdasarkan matrik presisi, recall, F1-Score, dan akurasi. Secara keseluruhan, model 

mencatatkan akurasi sebesar 91%, yang menunjukkan bahwa model telah mampu melakukan klasifikasi dengan 

tingkat ketepatan yang tinggi. Meskipun demikian, masih terdapat perbedaan performa antar kelas yang 

menunjukkan adanya ketimpangan hasil klasifikasi. Perbedaan hasil itu bisa jadi karena setiap kelas punya 

tampilan yang berbeda-beda dan jumlah datasetnya tidak sama. Kelas Healthy paling bagus dengan hasi recallnya 

100%. Artinya semua gambar daun Healthy bisa dikenali dengan tepat. Selain itu, juga precision juga tinggi 99%, 

menunjukkan terdapat sedikit citra dari kelas lain yang salah diklasifikasikan sebagai Healthy.  

Model lebih mudah mengenali kelas Healthy dibandingkan kelas penyakit lainnya. Sebaliknya, untuk kelas 

Gray Leaf Spot, recall lebih rendah, cuma 63%. Ini artinya modelnya masih agak kesulitan buat mengenali semua 

gambar dari kelas ini dengan tepat. Walaupun tingkat ketepatannya precision lumayan, 80%, karena recall rendah, 

berarti lumayan banyak gambar Gray Leaf Spot yang tertukar dengan kelas lain. Salah satu penyebabnya, Gray 

Leaf Spot ini nampakannya mirip dengan penyakit daun lain, contohnya Blight, jadi klasifikasinya lebih susah. 

Kelas Blight dan Common Rust hasilnya relatif baik dan seimbang. Blight punya tingkat ketepatan 83% dan 

kemampuan mengingat 92%. Common Rust menunjukkan performa sangat tinggi, precision dan recall masing 

masing sebesar 96%. Ini menunjukkan model cukup untuk ngenalin ciri-ciri visual dari dua penyakit ini. 

Perbedaan antara macro average dan weighted average ada dicara menghitung hasil evaluasi model. Macro 

average menghitung nilai rata-rata yang sama untuk setiap kelas, tidak mempertimbangkan ada berapa banyak 

data di kelas. Precision dengan nilai 0,90, recall 0,88, dan F1-score 0,88. Sebaliknya, weighted average 

mempertimbangkan berapa banyak sampel di tiap kelas. Jadi, kelas dengan data lebih banyak jadi lebih 

berpengaruh ke hasil akhir. Nilai weighted average untuk precision, recall, dan F1-score adalah 0,91. Ini 

menunjukkan sebaran data membantu meningkatkan performa model secara keseluruhan. 

Kualitas gambar beda-beda tampilan tiap kelas juga mempengaruhi hasil klasifikasi. Kelas yang visualnya 

mirip dan mudah dibedakan, seperti Healthy dan Common Rust, biasanya lebih gampang dipelajari. Kelas dengan 

tingkat kemiripan visual yang tinggi dan variasi citra yang kompleks, seperti Gray Leaf Spot, model jadi susah 

ngenalin polanya. Selain itu menegaskan perlunya peningkatan kualitas dan keberagaman data pelatihan serta 

optimasi model agar performa klasifikasi menjadi lebih seimbang di seluruh kelas. 

 

4. SIMPULAN 

Setelah melakukan penelitian dan pembahasan tentang cara mengenali penyakit daun jagung pakai metode 

NASNet Mobile, inilah beberapa kesimpulan yang bisa diambil: 

1. Penelitian ini berhasil mengembangkan model klasifikasi penyakit daun jagung pakai NASNet Mobile. 

Model ini bisa mengenali empat jenis penyakit, yaitu daun Healthy, Common Rust, Gray Leaf Spot, dan 

Blight, berdasarkan dari citra daun jagung. Hasilnya, model menunjukkan kalau metode deep learning itu 

efektif dipakai di bidang pertanian, terutama untuk mengenali penyakit tanaman secara otomatis. 

2. Hasil evaluasi model peforma model dengan akurasinya 91%. Artinya, model ini mampu mengenali citra 

daun jagung. Kelas Healthy dan Common Rust memiliki peforma baik, dengan nilai precision dan recall 

yang tinggi, kemampuan untuk mengenali dua kelas perbedaan visual antara keduanya dengan jelas. 

3. Model ini masih kurang untuk mendeteksi Gray Leaf Spot, terutama dalam hal recall. Ini menjunkkan 

modelnya belum bisa membedakan penyakit yang mirip-mirip, khususnya Gray Leaf Spot sama Blight. 
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4. Augmentasi ternyata membantu meningkatkan dataset dan berbagai kondisi citra, seperti pencahayaan, 

orientasi, dan kualitas gambar. Namun, tidak seimbangnya jumlah data dan kemiripan kelas menjadi 

tantangan dalam proses klasifikasi. 

5. Model NASNet Mobile dapat dikembangkan jadi alat bantu untuk petani mendeteksi penyakit daun jagung. 

6. Untuk pengembangan selanjutnya, perbanyak dan variasi data latihnya. Mencoba Teknik regularisasi, 

mengoptimasi parameter dan arsitektur modelnya agar performa klasifikasi lebih merata di semua kelas. 

 

 

5. SARAN 

1. Untuk peneliti selanjutnya, bisa menambahkan lagi jumlah dan jenis data gambar daun jagungnya. 

Terutama untuk penyakit yang sering salah klasifikasi seperti Gray Leaf Spot. Data yang ditambahkan dari 

berbagai kondisi Cahaya, sudut untuk pengambilan foto, dan pertumbuhan tanaman diharapkan bisa 

meningkatkan model. 

2. Perlu dilakukan evaluasi terhadap teknik augmentasi data yang digunakan dengan mengombinasikan atau 

membatasi jenis augmentasi tertentu, sehingga variasi data yang dihasilkan tetap relevan dengan 

karakteristik visual penyakit daun jagung dan tidak menimbulkan distorsi yang berlebihan. 

3. Penelitian berikutnya dapat mengkaji optimasi arsitektur NASNet Mobile melalui penyesuaian 

hyperparameter, seperti learning rate, jumlah epoch, dan ukuran batch, guna memperoleh performa 

klasifikasi yang lebih optimal dan stabil pada seluruh kelas penyakit. 

4. Untuk mengurangi kesalahan klasifikasi akibat kemiripan visual antar penyakit, penelitian selanjutnya 

dapat menerapkan teknik fine-tuning yang lebih mendalam pada lapisan tertentu atau mengombinasikan 

NASNet Mobile dengan metode ekstraksi fitur tambahan. 

5. Evaluasi model dengan skenario pembagian data yang berbeda, seperti cross-validation, disarankan untuk 

memperoleh gambaran performa model yang lebih konsisten dan mengurangi bias akibat distribusi data 

yang tidak seimbang.  

6. Penelitian lanjutan juga dapat membandingkan performa NASNet Mobile dengan arsitektur deep learning 

lain yang sejenis, sehingga dapat diketahui kelebihan dan kekurangan masing-masing model dalam 

mengklasifikasikan penyakit daun jagung secara lebih komprehensif. 
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