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     Abstrak – 

Kata bendera dalam bahasa Indonesia berasal dari bahasa Spanyol bandera dan bahasa Portugis bandeira, 

yang mencerminkan pengaruh sejarah kolonialisme di Indonesia. Bendera memiliki fungsi penting sebagai simbol 

identitas, kedaulatan, dan keunikan suatu entitas, baik di tingkat nasional maupun regional. Dalam konteks 

Association of Southeast Asian Nations (ASEAN), bendera juga menjadi lambang persatuan dan kerja sama 

antarnegara anggota. Namun, pada era globalisasi, deteksi dan klasifikasi bendera dalam citra digital 

menghadapi berbagai tantangan teknis, seperti variasi ukuran, sudut, kondisi pencahayaan, latar belakang 

kompleks, serta desain bendera yang serupa antarnegara. Untuk mengatasi hal tersebut, penelitian ini 

menggunakan algoritma YOLOv8 (You Only Look Once versi 8), teknologi deteksi objek berbasis deep learning 

yang unggul dalam kecepatan dan akurasi real-time. Proses pengembangan sistem ini didukung oleh platform 

Roboflow, yang mempermudah pembuatan dataset, pelatihan model, dan deployment. Selain itu, aplikasi berbasis 

web yang dikembangkan menggunakan library Python Streamlit memungkinkan hasil deteksi diakses secara 

interaktif dan efisien. Penelitian ini bertujuan merancang sistem deteksi dan klasifikasi bendera dengan akurasi 

tinggi, baik dari gambar maupun video. Sistem ini diharapkan dapat diterapkan pada berbagai bidang, seperti 

pembelajaran interaktif, pencarian visual, dan keamanan, sehingga mendukung identifikasi bendera secara 

otomatis dan real-time dengan efisiensi tinggi. Hasil dari penelitian ini menunjukkan bahwa model klasifikasi 

bendera negara-negara ASEAN memiliki performa bervariasi, dengan akurasi sempurna (1.00) untuk bendera 

Singapura, Thailand, dan Vietnam, namun mengalami kebingungan pada kategori background dan beberapa 

bendera seperti Filipina (0.59) dan Indonesia (0.67). 

Kata Kunci — Bendera, YOLOV8 ,Roboflow, Anotasi Data, Streamlit 

     

1.PENDAHULUAN 

Kata bendera dalam bahasa Indonesia berasal dari bahasa Spanyol bandera dan bahasa Portugis bandeira. 

Istilah ini muncul akibat pengaruh sejarah kolonialisme, di mana bangsa Spanyol dan Portugis pernah menjajah 

sebagian wilayah Indonesia, seperti Maluku dan Nusa Tenggara. Sebelum era kolonialisme dan imperialisme, 

masyarakat Indonesia menyebut bendera dengan istilah panji. Menurut Kamus Besar Bahasa Indonesia (KBBI), 

bendera berarti sepotong kain atau kertas berbentuk segi empat atau segitiga yang digunakan sebagai lambang 

negara, perkumpulan, badan, atau tanda tertentu. Istilah ini merepresentasikan identitas, kedaulatan, dan keunikan 

suatu entitas [1] 

Bendera dan Peranannya di Asia Tenggara dalam konteks regional, bendera menjadi salah satu simbol 

penting dalam organisasi seperti Association of Southeast Asian Nations (ASEAN). ASEAN Perhimpunan Bangsa-

Bangsa Asia Tenggara, atau yang lebih dikenal sebagai ASEAN (Association of Southeast Asian Nations), adalah 

sebuah organisasi regional antarpemerintah di Asia Tenggara yang bertujuan mempromosikan kolaborasi 

antarnegara di dalamnya, sembari mendorong pertumbuhan ekonomi dan stabilitas regional. Sejak berdirinya 

ASEAN di bawah Deklarasi Bangkok pada tanggal 8 Agustus 1967, para negara anggota pendiri asosiasi yakni 

Thailand, Indonesia, Malaysia, Filipina, dan Singapura, telah mencanangkan suatu kerja sama politik dan ekonomi 

yang diharapkan mampu mempromosikan stabilitas dan kemakmuran untuk setiap negara anggota serta 

menciptakan suatu rasa kepemilikan budaya dan identitas bersama untuk wilayah Asia Tenggara secara 

keseluruhan. Kini, asosiasi ini telah berlipatganda menjadi 10 anggota diikuti oleh Brunei, Laos, Vietnam, 

Myanmar, dan Kamboja [2] 

Masalah Deteksi Bendera dalam era Digital, fungsi bendera meluas hingga menjadi simbol penting dalam 

berbagai konteks, seperti acara internasional, pendidikan, dan keamanan. Namun, dalam ranah teknologi digital, 
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proses deteksi dan klasifikasi bendera menghadapi berbagai tantangan. Variasi ukuran, sudut pengambilan gambar, 

serta kondisi lingkungan seperti pencahayaan yang tidak konsisten atau latar belakang yang kompleks, sering 

menjadi kendala. Selain itu, desain bendera yang serupa antarnegara serta kemungkinan bendera tertutupi oleh 

objek lain, seperti manusia atau bangunan, menambah kesulitan deteksi otomatis.   

Sebagai upaya mengatasi tantangan ini, teknologi deteksi objek berbasis deep learning, seperti YOLOv8 (You 

Only Look Once versi 8), menjadi solusi yang efektif. YOLOv8 merupakan generasi terbaru dari keluarga YOLO 

yang menawarkan kecepatan dan akurasi tinggi dalam deteksi objek secara real-time. Algoritma ini menggunakan 

pendekatan jaringan saraf tiruan untuk mendeteksi objek dalam gambar atau video [3] Proses pengembangan 

sistem ini dapat dipermudah dengan bantuan platform seperti Roboflow, yang menyediakan alat untuk pembuatan 

dataset, pelatihan model, dan deployment. Dengan antarmuka yang intuitif serta protokol keamanan yang ketat, 

Roboflow mempermudah pengembangan model visi komputer [4]  

Dalam rangka mempermudah pengguna mengakses hasil dari deteksi bendera, sistem dapat dilengkapi 

dengan aplikasi berbasis web menggunakan Streamlit. Library Python open-source ini memungkinkan 

pengembang mengubah script data menjadi aplikasi web interaktif dengan cepat dan efisien. Hal ini mendukung 

pengelolaan dan penyebaran informasi secara lebih luas dan mudah diakses [5]  

Berdasarkan uraian tersebut, penelitian ini bertujuan merancang sistem deteksi dan klasifikasi bendera pada 

citra digital menggunakan algoritma YOLO. Sistem ini diharapkan mampu mengenali bendera secara otomatis 

dengan akurasi tinggi, baik dari gambar maupun video. Aplikasi sistem ini mencakup berbagai bidang, seperti 

pembelajaran interaktif, pencarian visual, serta keamanan. Dengan integrasi teknologi terbaru, penelitian ini 

berpotensi mendukung proses identifikasi bendera secara real-time secara efisien dan akurat. 

2.METODE PENELITIAN 

Pada penelitian ini menggunakan YoloV8 untuk mendeteksi objek bendera ASEAN, ditambahkan proses 

anotasi data dan pelatihan model untuk memaksimalkan hasil analisis deteksi objek. Selain itu untuk menjalankan 

model yang telah dibuat, digunakan website yang akan memunculkan hasil prediksi dan nilai akurasi pada model. 

2.1 Pengumpulan data 

Dalam konteks pendahuluan, pengumpulan data merujuk pada langkah awal untuk mendapatkan sumber 

informasi visual berupa gambar atau video yang relevan dengan bendera negara-negara ASEAN. Data ini dapat 

diunduh dari internet, dibuat secara manual melalui pengambilan gambar, atau diambil dari dataset publik yang 

tersedia. Tahap ini penting untuk memastikan keberagaman data, seperti kondisi pencahayaan, sudut pandang, 

skala, dan latar belakang, sehingga model dapat belajar mendeteksi bendera dalam berbagai situasi nyata. 

2.2 Anotasi Data 

Anotasi data adalah proses memberi label pada data yang telah dikumpulkan, biasanya dengan menandai area 

yang relevan pada gambar menggunakan bounding box atau metode lainnya. Untuk penelitian ini, bendera dalam 

setiap gambar diberi label sesuai dengan negara asalnya. Anotasi adalah langkah penting karena memastikan model 

dapat memahami pola yang ada dalam data. 

2.3 Preprocessing Data 

Pada tahap ini data yang terkumpul akan menjalani proses prapemrosesan dengan menormalisasi ukuran 

gambar untuk mancapai konsistensi yang diinginkan, selain itu pada proses ini dataset yang terkumpul akan dibagi 

menjadi 3 bagian yaitu data train, data test, dan data valid. 

2.4 Modelling Data 

Pada tahap ini, algoritma YOLO (You Only Look Once) digunakan untuk membangun model deteksi 

bendera. YOLO dipilih karena keunggulannya dalam deteksi objek secara real-time dengan kombinasi kecepatan 

dan akurasi. Model dilatih menggunakan dataset yang telah dianotasi untuk mempelajari pola visual bendera dan 

membedakan berbagai desainnya. 
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2.5 Streamlit 

Streamlit adalah sebuah framework open-source berbasis Python yang memungkinkan pengembang untuk 

dengan mudah membangun dan berbagi aplikasi data interaktif. Dengan Streamlit, pengguna dapat dengan cepat 

membuat aplikasi web yang menampilkan visualisasi data, analisis, dan model machine learning tanpa 

memerlukan keahlian web development yang mendalam. Streamlit menyederhanakan proses pembuatan aplikasi 

berbasis data dengan menyediakan tools dan komponen yang dapat digunakan untuk membangun antarmuka 

pengguna yang menarik dan interaktif. Sebagai framework yang berfokus pada data, Streamlit memungkinkan 

pengembang untuk fokus pada logika bisnis dan analisis, sementara framework ini menangani aspek-aspek teknis 

dari pengembangan web. 

3. HASIL DAN PEMBAHASAN 

3.1 Pengumpulan Data 

Dalam proses pengumpulan data bendera negara ASEAN pada penelitian ini, dipilihlah situs (Pinterest) yang 

digunakan untuk menngunduh beberapa gambar bendera negara ASEAN yang terdiri dari 10 negara, diantaranya: 

a. Brunei Darussalam 

b. Kamboja 

c. Indonesia 

d. Laos 

e. Malaysia 

f. Myanmar 

g. Filipina 

h. Singapura 

i. Thailand 

j. Vietnam 

Untuk memaksimalkan pelatihan model, pada setiap negara disiapkan total 11 gambar bendera yang berarti 

jumlah seluruh dataset pada penelitian ini ada 110 gambar yang siap untuk dilakukan proses Anotasi Data. 

3.2 Anotasi Data 

 

Gambar 3.1 Anotasi Data Bendera 

Pada gambar 3.1 diatas ditunjukkan proses pelabelan dan anotasi pada bendera, seperti pada gambar tersebut 

proses ini bertujuan untuk memberikan informasi terstruktur mengenai objek-objek yang ada di dalam gambar. 

Proses ini diawali dengan memuat gambar ke dalam perangkat lunak anotasi seperti LabelImg atau CVAT. 

Selanjutnya, setiap objek dalam gambar dianotasi, misalnya bintang putih diberi label menggunakan anotasi 

berbasis poligon, sedangkan strip warna horizontal diberi anotasi berbasis bounding box. Setelah semua objek 

teranotasi, data disimpan dalam format tertentu seperti XML, JSON, atau TXT, yang sesuai dengan kebutuhan 

framework Machine Learning. 

Tujuan utama dari proses ini adalah untuk membuat dataset yang dapat digunakan untuk melatih model 

kecerdasan buatan, khususnya dalam tugas computer vision seperti klasifikasi, deteksi objek, atau segmentasi citra. 

Fungsi dari anotasi ini adalah membantu model memahami posisi, bentuk, dan kategori objek dalam gambar. 
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Dengan anotasi yang akurat, model dapat dilatih untuk mengenali objek serupa pada gambar baru dengan tingkat 

presisi yang tinggi. Selain itu, proses ini juga memastikan bahwa data yang digunakan memenuhi standar kualitas 

yang diperlukan untuk pengembangan algoritma berbasis AI. 

3.3 Preprocessing Data 

 

Gambar 3.2 Preprocessing Data 

Gambar 3.2 diatas menunjukkan dataset gambar bendera negara-negara ASEAN yang telah dipersiapkan 

untuk klasifikasi. Dataset ini terdiri dari 110 gambar yang dibagi menjadi tiga subset: train set (70%), validation 

set (20%), dan test set (10%). Pembagian ini dilakukan untuk memastikan model dapat dilatih, divalidasi, dan diuji 

secara terpisah, sehingga dapat menghindari overfitting dan memberikan evaluasi performa yang akurat.Proses 

preprocessing juga telah dilakukan, termasuk penerapan Auto-Orient untuk memastikan orientasi gambar sesuai 

standar dan perubahan ukuran gambar menjadi 640x640 piksel. Tidak ada augmentasi data yang diterapkan, 

sehingga gambar-gambar yang digunakan tetap dalam kondisi aslinya tanpa manipulasi tambahan. Dataset ini siap 

digunakan untuk melatih model pembelajaran mesin, dengan train set digunakan untuk pelatihan model, validation 

set untuk tuning parameter, dan test set untuk mengevaluasi performa akhir model. 

3.4 Modelling Data 

 

Gambar 3.3 Modelling Data 

Gambar 3.3 tersebut menunjukkan proses pelatihan model deteksi objek menggunakan sebuah framework 

berbasis Python. Konfigurasi yang digunakan mencakup 100 epoch, ukuran gambar yang diubah menjadi 640x640 

piksel, dan data yang tersimpan dalam file YAML. Proses pelatihan berjalan pada GPU dengan penggunaan 

memori sekitar 2.25GB.Pada setiap epoch, metrik performa model dilaporkan, termasuk box_loss, cls_loss, dan 

dfl_loss, yang masing-masing mencerminkan kesalahan deteksi kotak pembatas, klasifikasi, dan regresi distribusi 

fokus (DFL). Hasil pelatihan menunjukkan metrik evaluasi utama seperti mAP50 (mean Average Precision dengan 
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IoU threshold 50%) yang mencapai 100%, serta mAP50-95 (rata-rata presisi pada berbagai threshold IoU) yang 

berada di sekitar 0.74 hingga 0.75 pada epoch terakhir. Metrik ini mencerminkan kemampuan model dalam 

mendeteksi dan mengenali objek secara presisi dan konsisten pada dataset validasi.Jumlah instance yang diproses 

adalah 66, dengan 22 gambar yang digunakan dalam proses validasi di setiap epoch. Proses pelatihan ini 

menunjukkan bahwa model telah mencapai stabilitas dengan penurunan bertahap pada nilai loss dan peningkatan 

performa pada metrik evaluasi, yang menandakan model siap untuk diuji lebih lanjut pada dataset baru untuk 

menilai generalisasinya. Setelah proses diatas selesai maka akan diperoleh model baru yang siap untuk 

diimplementasikan ke dalam Framework Streamlit dengan file dari model baru tersebut bernama Best.pt 

3.5 Evaluasi 

Pengujian system dilakukan dengan mengunduh beberapa bendera Negara Asean yang terdapat pada situs 

Pinterest. Adapun data diatas akan digunakan untuk scenario uji coba ke dalam system deteksi Bendera Negara 

Asean. Gambar yang diunggah  diproses oleh model YOLO yang  dimuat menggunakan fungsi load_model(). Saat 

Anda menekan tombol Deteksi Bendera, gambar yang diunggah akan dikonversi ke format Numpy untuk diproses 

oleh model. Model YOLO melakukan deteksi objek pada gambar dan menghasilkan gambar dengan kotak 

pembatas yang mengelilingi tanda yang terdeteksi. Hasil pengenalan ditampilkan kepada pengguna bersama 

dengan informasi tambahan seperti nama negara berdasarkan ID kelas, skor kepercayaan yang menunjukkan 

seberapa yakin model dalam pengenalan tersebut, dan koordinat kotak pembatas yang menunjukkan lokasi objek 

dalam wilayah tersebut. Berikut disajikan scenario ujicoba: 

Tabel 3.1 Hasil Deteksi 

Bendera Confidence Score Bounding Box ClassName 

Bendera1.jpg Confidence: 0.93 Box: [34, 114, 165, 214] Class ID: 7 (Singapore) 

Bendera2.jpg 
Confidence: 0.99 Box: [265, 277, 472, 461] Class ID: 0 (Brunei) 

Confidence: 0.55 Box: [367, 310, 619, 368] Class ID: 0 (Brunei) 

Bendera3.jpg Confidence: 0.98 Box: [223, 126, 502, 385] Class ID: 5 (Myanmar) 

Bendera4.jpg 
Confidence: 1.00 Box: [183, 120, 442, 286] Class ID: 1 (Cambodia) 

Confidence: 0.28 Box: [1, 95, 315, 369] Class ID: 1 (Cambodia) 

Bendera5.jpg 
Confidence: 0.99 Box: [245, 244, 415, 417] Class ID: 3 (Laos) 

Confidence: 0.31 Box: [331, 328, 596, 434] Class ID: 3 (Laos) 

Bendera6.jpg 
Confidence: 0.97 Box: [151, 255, 317, 368] Class ID: 4 (Malaysia) 

Confidence: 0.26 Box: [368, 160, 631, 466] Class ID: 8 (Thailand) 

Bendera7.jpeg Confidence: 0.99 Box: [230, 93, 516, 377] Class ID: 9 (Vietnam) 

 

Tabel ini menunjukkan hasil deteksi bendera pada beberapa gambar. Setiap gambar berisi informasi tentang 

nilai keyakinan (Confidence Score), koordinat kotak pembatas (Bounding Box), dan ID kelas (ClassName) yang 

mengidentifikasi negara atau bendera yang terdeteksi. Misalnya, di Bender1.jpg, model mendeteksi bendera 

dengan kelas ID 7 yang mewakili Singapura dengan keyakinan 0,93. Bendera2.jpg memiliki dua deteksi dengan 

ID kelas 0 (Brunei) dan nilai keyakinan yang berbeda ( 0,99 dan 0,55). Gambar lainnya menunjukkan deteksi yang 

beragam, antara lain  Bendera3.jpg dengan ID kelas 5 (Myanmar) dengan nilai 0,98 dan  Bendera4.jpg dengan 

nilai keyakinan 1,00 (Kamboja). Beberapa gambar, seperti Bendera6.jpg, memiliki  tingkat kepercayaan deteksi 

yang tinggi (0,97 untuk Malaysia) dan rendah (0,26 untuk Thailand). Secara keseluruhan, tabel ini menggambarkan 

deteksi bendera dengan hasil yang bervariasi dalam hal keyakinan dan akurasi deteksi berdasarkan bounding box 

yang diberikan. 

Bedasarkan hasil dari model sistem yang telah diuji dengan data testing menunjukkan sistem dapat 

mendeteksi bendera negara yang telah dianotasi. Berikut disajikan grafik Confusion Matrix Normalized dari hasil 

uji coba: 



 

 

196 
 

PROSIDING SEMINAR NASIONAL TEKNOLOGI DAN SAINS TAHUN 2025, Vol. 4. 
Program Studi Teknik Informatika, Universitas Nusantara PGRI Kediri. e- ISSN: 2828–

299X 
 

Kediri, 25 Januari 2025 

 

Gambar 3.4 Confusion Matrix Normalized 

Confusion Matrix yang dinormalisasi menunjukkan keakuratan prediksi model dalam proporsi untuk setiap 

negara dan konteks. Nilai diagonalnya, mulai dari 0,50 untuk Filipina hingga 1,00 untuk Singapura dan Thailand, 

mewakili persentase prediksi yang benar di setiap kelas, yang menunjukkan akurasi sempurna untuk Singapura 

dan Thailand. Nilai di luar diagonal menunjukkan persentase prediksi yang tidak akurat. Misalnya, 7% sampel 

Brunei salah diprediksi sebagai Laos (0,07) dan 10% sampel Filipina salah diprediksi sebagai Latar Belakang 

(0,10). Matriks tersebut menunjukkan perbedaan performa antar kelas, dengan beberapa kelas seperti Brunei, 

Kamboja, Indonesia, dan Laos memiliki akurasi prediksi yang lebih rendah dibandingkan kelas lainnya. 

3.6 Streamlit 

 

Gambar 3.5 Streamlit 

Setelah model Best.pt didapatkan, kemudian dilakukan implementasi dalam bentuk framework website. 

Gambar 3.4 ini menunjukkan antarmuka aplikasi berbasis web untuk mendeteksi bendera menggunakan model 

YOLO (You Only Look Once), sebuah algoritma deteksi objek yang populer. Pada bagian kiri, terdapat panel 

untuk mengunggah gambar dengan opsi "Drag and drop file here" atau memilih file secara manual melalui tombol 

"Browse files". Aplikasi ini mendukung format gambar seperti JPG, JPEG, dan PNG dengan batas ukuran file 

hingga 200MB. Di bagian kanan, terdapat judul "Deteksi Bendera Menggunakan YOLO" yang menjelaskan fungsi 

utama aplikasi, yaitu mendeteksi bendera dalam gambar yang diunggah. Instruksi sederhana juga disediakan, 

meminta pengguna untuk mengunggah gambar melalui sidebar. Antarmuka ini dirancang minimalis dan intuitif 

untuk memudahkan pengguna dalam menjalankan proses deteksi bendera. 

4. SIMPULAN 

Dari percobaan klasifikasi bendera ASEAN menggunakan model klasifikasi citra, terlihat bahwa model 

memiliki performa yang cukup baik pada beberapa kelas, seperti Singapore, Vietnam, dan Cambodia, yang 

menunjukkan skor presisi tinggi pada matriks kebingungan normalisasi. Namun, terdapat kelemahan pada kelas 

lain, seperti Laos, Brunei, dan Thailand, yang memiliki akurasi prediksi yang lebih rendah. Hal ini juga tercermin 
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dari hasil prediksi bounding box di mana beberapa prediksi memiliki confidence score yang rendah, misalnya 

Brunei dengan confidence 0.55 dan Cambodia dengan confidence 0.28. Selain itu, terdapat overlap antara prediksi 

bounding box dalam beberapa gambar, menunjukkan kemungkinan kesalahan identifikasi. 

5. SARAN 

Kami merekomendasikan beberapa langkah perbaikan untuk meningkatkan kinerja model klasifikasi bendera 

ASEAN.Pertama, kami menggunakan teknik augmentasi data  untuk memperkaya data pelatihan dengan variasi 

rotasi, skala, dan pencahayaan, sehingga model dapat  menangkap berbagai karakteristik bendera nasional dengan 

lebih baik. Anda kemudian menyempurnakan model terlatih yang lebih kompleks untuk meningkatkan 

kemampuan klasifikasinya, terutama untuk kelas dengan kinerja buruk, seperti Brunei dan Laos. Ketiga, 

mengurangi prediksi yang tidak akurat dengan menetapkan ambang batas skor keyakinan yang lebih tinggi 

sehingga model hanya mengenali prediksi dengan tingkat keyakinan yang memadai. Keempat, kami meningkatkan 

prapemrosesan data dengan memastikan kotak pembatas dan data lebih akurat tanpa gangguan atau kesalahan 

pelabelan. Terakhir, tambahkan  data pelatihan untuk kelas latar belakang guna membantu model membedakan 

dengan lebih baik antara bendera dan objek asing lainnya. Langkah-langkah ini diharapkan dapat meningkatkan 

kinerja model  secara signifikan. 
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