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Abstrak—Klasifikasi bentuk wajah merupakan komponen penting dalam sistem rekomendasi produk
personalisasi seperti kacamata atau kosmetik. Penelitian ini bertujuan untuk mengembangkan sistem ini
bertujuan untuk mengembangkan sistem klasifikasi bentuk wajah otomatis menggunakan srditektur
EffiientNet-B4 dengan pendekatan transfer learning pada framework PyTorch. Dataset yang digunakan
terdiri dari lima kelas bentuk wajah yaitu oval, round, heart, square dan oblong, yang diambil dari dataset
publik. Model dilatih menggunakan augmentasi data, normalisasi, mixed precision training, dan scheduler
learning rate. Hasil evaluasi menunjukan bahwa model berhasil mencapai akurasi validasi sebesar 81% dan
F1-score rata-rata yang tinggi pada seluruh kelas. Studi ini menunjukan bahwa arsitektur EfficientNet-B4
efektis digunakan dalam tugas klasifikasi bentuk wajah dan dapat digunakan sebagai dasar untuk sistem
rekomendasi sebagai dasar untuk sistem rekomendasi berbasis wajah dimasa depan.
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Abstract— Face shape classification is an important component in a personalized product
recommendation system such as eyewear or cosmetics. This research aims to develop this system with the
aim of developing an automatic face shape classification system using the EffiientNet-B4 technique with a
transfer learning approach on the PyTorch framework. The dataset used consists of five classes of face
shapes, namely oval, round, heart, square and oblong, which are taken from the public dataset. The model
was trained using data augmentation, normalization, mixed precision training, and scheduler learning rate.
The results of the evaluation showed that the model achieved a validation accuracy of 81% and a high
average Fl-score across all classes. This study shows that the EfficientNet-B4 architecture is effectively
used in face shape classification tasks and can be used as the basis for a recommendation system as the
basis for future face-based recommendation systems.

Keywords— deep learning, EfficientNet-B4, facial classification, PyTorch, transfer learning

This is an open access article under the CC BY-SA License.
I. PENDAHULUAN

Klasifikasi bentuk wajah merupakan komponen penting dalam sistem rekomendasi produk
personalisasi seperti kacamata atau kosmetik [1], [2]. Salah satu penerapannya adalah dalam
klasifikasi bentuk wajah, yang dapat digunakan untuk berbagai kebutuhan seperti rekomendasi
bentuk kacamata [3], aplikasi kecantikan, hingga facelock untuk smartphone [4]. Bentuk wajah
manusia umumnya dikategorikan ke dalam beberapa tipe seperti oval, round, heart, square dan
oblong.

Dalam pengembangan sistem klasifikasi wajah, arsitektur Covolutional Neural Network
(CNN) menjadi pendekatan utama. CNN mampu mengekstrasi fitur spesial dari gambar wajah
secara otomatis dan efektif [5]. Metode CNN adalah metode yang mengambil data input dalam
bentuk gambar [6]. Namun, pelatihan CNN dari awal membutuhkan jumlah data besar dan waktu
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komputasi yang tinggi. Oleh karena itu, transfer learning menjadi strategi populer dengan
memanfaatkan model yang dilatih sebelumnya pada dataset besar seperti ImageNet [7].

EfficientNet merupakan salah satu arsitektur CNN terbaru yang mengoptimalkan akurasi
dan efisiensi komputasi melalui teknik compound scaling [8]. Khususnya, EfficientNet-B4
menawarkan keseimbangan yang baik antara performa dan kebutuhan memori, menjadinya cocok
untuk tugas klasifikasi gambar seperti klasifikasi bentuk wajah.

Penelitian ini bertujuan untuk membangun sistem klasifikasi bentuk wajah menggunakan
EfficientNet-B4 dengan pendekatan transfer learning dan mengimplementasikannya dalam
framework Pytorch [9]. Evaluasi dilakukan untuk mengukur performa model pada data uji dan
menganalisi efektivitas pendekatan yang digunakan.

II. METODE

Penelitian ini menggunakan Convulution Neural Network sebagai metode untuk
mengklasifikasikan bentuk wajah Arsitektur yang digunakan pada penelitian ini adalah Efficient
Net B-4. Data yang digunakan pada peneliti yaitu bentuk wajah yang dikelompokkan kedalam 5
bentuk wajah seperti oval, round, heart, square dan oblong. Berikut kerangka model yang akan
dilakukan, dapat dilihat pada Gambar 1.

DataSet Wajah
5 kelas

Prepocessing &
Augmentasi

Data Training

v v

f Testing Data ;

Training Data

Testing Model

Arsitektur Model
(EfficientNet-B4)

Testing Model

Evaluasi dan Hasil

Gambar 1. Kerangka Model

Dalam penelitian ini dataset yang digunakan kumpulan gambar wajah yang telah
diklasifikasikan kedalam lima bentuk wajah: oval, round, heart, square dan oblong. Dataset
dibagi ke dalam dua bagian , yaitu data training dan festing, dengan struktur folder yang sesuai
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untuk digunakan oleh Pytorch. Setelah mengambil, data akan di prepocessing pada data training
berupa rotasi acak, fliping horizontal, perubahan kontras, saturasi, brightness dan ubah ukuran
gambar menjadi 224 x 224. Model yang akan dilakukan EfficientNet-B4 dari torchvicion.models,
dengan bobot pretrained dari image Net. Pelatihan model dilatih menggunakan fungsi /oss
CrossEntropyLoss dengan label smoothing. Fungsi loss didefinisikan sebagai:

e = —\sum(<, y; \log(p)\qquad (1)

Dengan:

o C : jumlah Kelas

e y;: label asli dalam bentuk one — hot

o p;: probalitas prediksi output dari model setelah softmax

[ ]
Optimizer yang dilakukan adalah AdamW dan pengaturan learning dilakukan menggunakan
ReducelL ROnPlateau [10]. Pelatihan dilakukan selama 30 epoch dengan teknik mixed precision
training menggunakan torch.cuda.amp untuk efisiensi memori dan kecepatan. Evaluasi model
akan dilakukan dengan menghitung akurasi, confusion matrix, dan classification report yang
mencangkup precision, recall dan Fl-score. Model terbaik akan disimpan berdasarkan nilai
validasi loss terendah.

I11. HASIL DAN PEMBAHASAN

Dalam penelitian ini metode yang digunakan adalah arsitektur Convolution Neural
Network dengan pendekatan EfficientNet B-4. Penelitian dilakukan dengan beberapa tahap tahap
pertama pengumpulan data dari kaggle, prepocessing, split data set training dan testing, training
dengan model EfficientNet B-4 yang telah dilatih sebelumnya dan mengevaluasi model
menggunakan confusion matrix.

3.1 DataSet

Dalam penelitian ini menggunakan dataset publik yang bernama Face Shape Dataset yang
diperoleh melalui kaggle, terdiri dari 5000 gambar selebriti wanita dari berbagai negara. Setiap
gambar telah dikategorikan berdasarkan bentuk wajah kedalam lima kelas utama, yaitu oval,
round, heart, square dan oblong. Dataset dapat diakses melalui kaggle
(https://www .kaggle.com/datasets/niten19/face-shape-dataset).

3.2 Prepocessing Data
Proses augmentasi data gambar wajah dilakukan untuk mencegah overfitting. Hasil prepocessing
dapat dilihat pada Gambar 2.

. Transform & j / Load Dataset & Data [ 3 Load EfficientNet-
@ Setup Device Augmentasi Loader B4
Y
Evaluasi & - P Loss, Optimizer,
Visualisasi ¢ Training Loop (30%) ; Scheduler

Gambar 2 Preprocessing

3.3 Proses Training
Tabel 1 menunjukkan hasil pelatihan menggunakan 30 epoch pada kumpulan data pelatihan
dan validasi. Pada kumpulan data fraining pertama menghasilkan akurasi Accuracy: 0.3740,
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Train Loss: 1.6799, Validation Loss: 1.5021. Selanjunya, kedua akurasi meningkat Accuracy:
0.4820, Train Loss: 1.4074, Validation Loss: 1.3443. Proses ini berlanjut sampai ke-30, hingga
akurasi mencapai Accuracy: 0.8360, Train Loss: 0.4604, Validation Loss: 0.7447.

Tabel 1. Hasil Model

Data Train D.ata.
Epoch validation

loss accuracy Val loss
1 1.6799 0.3740 1.5021
2 1.4074 0.4820 1.3443
3 1.3130 0.5490 1.2192
4 1.2176 0.5330 1.2886
5 1.1130 0.6450 1.0999
6 1.0347 0.5940 1.1899
7 0.9779 0.6560 1.0534
8 0.9194 0.5490 1.3583
9 0.9052 0.6880 1.0279
10 0.8709 0.6770 1.0682
11 0.8418 0.6770 1.0782
12 0.8095 0.6980 0.9747
13 0.7886 0.7230 0.9450
14 0.7857 0.6850 1.0312
15 0.7508 0.7050 0.9855
16 0.7528 0.7370 0.9684
17 0.7539 0.7430 0.9493
18 0.6035 0.8130 0.7643
19 0.5441 0.8190 0.7578
20 0.5267 0.8270 0.7464
21 0.5076 0.8260 0.7480
22 0.5014 0.8210 0.7671
23 0.4890 0.8230 0.7606
24 0.4763 0.8390 0.7520
25 0.4671 0.8400 0.7441
26 0.4629 0.8410 0.7402
27 0.4637 0.8360 0.7476
28 0.4626 0.8380 0.7419
29 0.4602 0.8380 0.7478
30 0.4604 0.8360 0.7447
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3.4 Evaluasi Model
Model klasifikasi bentuk wajah yang menggunakan arsitektur EfficientNet-B4 dengan
pendekatan transfer learning dievaluasi melalui berbagai metrik dan visualisasi.

Pertama, dilakukan analisis performa model selama proses pelatihan. Grafik training loss
dan validation loss per epoch menunjukan penurun yang konsisten, menendakan proses
pembelajaran yang stabil. Dengan demikian , kurva akurasi validasi terus meningkat hingga
mencapai nilai akhir sebesar 84% pada epoch ke-30. Hal ini menunjukan bahwa tidak terjadi
overfitting, yang didukung juga oleh pengguna teknik augmentasi data dan label smoothing.

Loss per Epoch

— Train Loss
1.6 — Val Loss

1.4

1.2 9

1.0 1

0.8

0.6 1

0.4 T T T T T T T
0 5 10 15 20 25 30

Gambar 3 Loss per Epoch

Dari Gambar 3 nilai /oss pada data fraining dan validasi mengalami penurunan stabil selama
30 epoch Train loss menurun dari 1.6799 menjadi 0.4604, sedangkan valaidation loss dari 1.5021
menjadi 0.7447. hal ini menunjukakan proses pelatihan berjalan efektif dan stabil.

Validation Accuracy

— Val Accuracy
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Gambar 4 validation accuracy

Pada Gambar 4 akurasi validasi meningkat secara bertahap dari 37,4% pada epoch pertama
hingga mencapai 84% pada epoch ke-30. Kenaikan ini menunjukkan model memiliki kemampuan
generalisasi yang baik terhadap data validasi.
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Gambar 5 Confusion Matrix

Pada Gambar 5 Confusion matrix digunakan untuk melihat kemampuan model dalam
membedakan masing-masing kelas bentuk wajah. Matriks ini menampilkan jumlah prediksi yang
benar dan salah untuk setiap kelas. Pada hasil pengujian, sebagian besar nilai berada pada
diagonal utama, yang menandakan bahwa model berhasil mengklasifikasikan gambar sesuai label
aslinya.
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Gambar 6 Clasification Report

Dari Gambar 6 Classification report menyajikan metrik evaluasi seperti precision, recall,
dan F1-score untuk masing-masing kelas bentuk wajah. Precision menunjukkan seberapa akurat
model saat memprediksi suatu kelas, sedangkan recall menunjukkan seberapa baik model dalam
menangkap semua data dari kelas tersebut. F'/-score merupakan rata-rata harmonis dari precision
dan recall. Berdasarkan hasil evaluasi, setiap kelas memiliki F'I-score di atas 70%, yang berarti
performa model cukup merata dan mampu mengenali semua kelas bentuk wajah dengan baik,
tanpa bias terhadap satu kelas tertentu.

Dari hasil evaluasi kinerja clasification gambar bentuk wajah manusia menggunakan
EfficientNet-B4 dengan pendekatan transfer learning, hasil yang telah diperoleh adalah accuracy
84%.
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Sample Test Predictions
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Gambar 7 Sample Test

Selain dari evaluasi metrik pada gambar 6, dilakukan juga visualisai prediksi terhadap
beberapa gambar uji untuk melihat kemampuan model dalam mengenali bentuk wajah secara
langsung. Gambar 7 menunjukan hasil prediksi model pada enam gambar wajah dari data uji.
Hasil prediksi sesuai dengan label sebenarnya, menandakan bahwa model tidak hanya akurat
secara numerik, namun juga memiliki generalisasi visual yang baik.

Hasil Pengujian

Pada hasil pengujian ini, untuk menguji keefektifan model klasifikasi bentuuk wajah yang
telah dilatih menggunakan arsitektur EfficientNet B-4, dilakukan implementasi dalam bentuk
deteksi. Ini memungkinkan pengguna untuk mengunggah gambar wajah, yang kemudian akan
diproses melalui sistem deteksi wajah dan diklasifikasikan bentuk wajahnya oleh model deep
learning. Berikut hasil dari deteksinya dapat dilihat pada gambar 8.

Klasifikasi Bentuk Wajah

| Choose File | No file chosen | Kiasifikasikan |

Prediksi Bentuk Wajah: Oval

Akurasi: 87.71%

Gambar 8 Hasil Pengujian
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IV. KESIMPULAN

Pengujian dilakukan dengan skenario pelatihan model klasifikasi bentuk wajah
menggunakan arsitektur EfficientNet-B4 dengan pendekatan transfer learning pada framework
PyTorch. Dataset yang digunakan terdiri dari 5 kelas bentuk wajah, yaitu oval, round, heart,
square, dan oblong, dengan total 5000 gambar dari sumber publik. Proses pelatihan dilakukan
selama 30 epoch, dengan teknik data augmentation, label smoothing, serta scheduler learning rate
untuk meningkatkan generalisasi model. Hasil pelatihan menunjukkan penurunan training loss
dari 1.6799 menjadi 0.4604, dan penurunan validation loss dari 1.5021 menjadi 0.7447, yang
menunjukkan proses pelatihan berjalan stabil dan tidak mengalami overfitting.

Akurasi model meningkat secara bertahap dari 37,4% pada epoch pertama, hingga
mencapai 84% pada epoch ke-30. Selain itu, hasil evaluasi melalui confusion matrix dan
classification report menunjukkan bahwa model mampu mengenali semua kelas dengan baik,
dengan nilai Fl-score di atas 70% untuk seluruh kelas. Hasil ini membuktikan bahwa arsitektur
EfficientNet-B4 efektif untuk klasifikasi bentuk wajah dan dapat diimplementasikan lebih lanjut
dalam sistem rekomendasi personalisasi seperti pemilihan frame kacamata otomatis berbasis
wajah.
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