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Abstrak— Penentuan ukuran pakaian yang tepat dalam pembelian onl/ine menjadi tantangan utama bagi
konsumen. Penelitian ini mengembangkan sistem prediksi ukuran tubuh manusia menggunakan
Convolutional Neural Network (CNN) untuk memprediksi tiga parameter tubuh yaitu lingkar badan,
panjang bahu, dan panjang badan melalui analisis citra digital. Sistem memanfaatkan deteksi keypoint
tubuh manusia untuk menentukan tiga parameter tersebut. Pengujian menggunakan dataset LSP
menunjukkan variabilitas performa yang signifikan dengan rentang error dari 1.20% hingga 3,403.99%.
Model menunjukkan performa optimal pada gambar dengan pose standar, namun mengalami tantangan
pada parameter panjang bahu yang menunjukkan sensitivitas tinggi terhadap kualitas keypoint detection.
Hasil penelitian ini penting sebagai dasar pengembangan teknologi computer vision untuk prediksi dimensi
tubuh yang dapat diaplikasikan dalam industri fashion dan bidang lainnya.

Kata Kunci— Computer Vision, Convolutional Neural Network, Deteksi Keypoint, Ukuran Tubuh

Abstract— Determining accurate clothing sizes in online shopping has become a major challenge for
consumers. This research develops a human body size prediction system using Convolutional Neural
Network (CNN) to predict three body parameters: chest circumference, shoulder width, and body length
through digital image analysis. The system utilizes human body keypoint detection to determine these three
parameters. Testing using the LSP dataset shows significant performance variability with error ranges
from 1.20% to 3,403.99%. The model demonstrates optimal performance on images with standard poses,
but faces challenges with shoulder width parameters that show high sensitivity to keypoint detection quality.
The results of this research are important as a foundation for developing computer vision technology for
body dimension prediction that can be applied in the fashion industry and other fields.
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I. PENDAHULUAN

Pakaian adalah salah satu kebutuhan dasar manusia [1] . Pakaian berfungsi untuk melindungi
tubuh sekaligus mencerminkan identitas, status sosial, dan gaya hidup. Untuk mendapatkan
pakaian saat ini konsumen dapat melakukan pembelian secara online maupun offline. Salah satu
cara yang digunakan untuk menentukan ukuran baju yang sesuai untuk konsumen dengan
melakukan pengukuran terhadap tubuh konsumen tersebut.

Pembelian pakaian secara online kerap menghadirkan tantangan, terutama dalam hal
kesesuaian ukuran. Konsumen tidak dapat mencoba secara langsung sehingga sulit untuk
menentukan ukuran pakaian yang sesuai. Selain itu, kurangnya informasi akurat tentang dimensi
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tubuh menjadi faktor utama yang menyebabkan ketidaksesuaian ukuran pakaian yang dibeli
secara online. Teknologi computer vision dan machine learning khususnya Convolutional Neural
Network (CNN) menawarkan solusi yang menjanjikan untuk mengatasi tantangan ini.

Penelitian ini mengembangkan sebuah sistem prediksi dimensi tubuh manusia menggunakan
metode Convolutional Neural Network (CNN) yang termasuk ke dalam Deep Learning. Sistem
ini dapat memprediksi tiga parameter utama tubuh manusia yaitu lingkar badan, panjang bahu,
dan panjang badan melalui analisis citra digital. Deep Learning merupakan pendekatan dalam
kecerdasan buatan (Al) yang meniru cara kerja otak manusia melalui jaringan saraf tiruan berlapis
(deep neural networks) [2]. Convolutional Neural Network (CNN) adalah salah satu metode
klasifikasi yang termasuk ke dalam kelompok deep learning yang menggunakan layer konvolusi
untuk mengonvolusi suatu input dengan filter [3].

Sistem ini memanfaatkan deteksi keypoint tubuh manusia sebagai dasar untuk menghitung
dimensi tubuh secara otomatis. Deteksi keypoint memungkinkan identifikasi titik-titik penting
pada tubuh manusia seperti sendi dan /andmark anatomis yang kemudian dapat digunakan untuk
menghitung jarak dan proporsi berbagai bagian tubuh. Dengan pendekatan ini, diharapkan dapat
memberikan solusi praktis bagi konsumen dalam menentukan ukuran pakaian yang sesuai saat
berbelanja secara online tanpa perlu melakukan pengukuran manual.

II. METODE

A. Studi Literatur

Tahap ini dilakukan untuk mendapatkan informasi sebagai bahan merancang sistem. Proses
ini mencakup pendalaman materi tentang pengolahan citra menggunakan metode Convolutional
Neural Network (CNN). Sumber literatur yang digunakan meliputi diskusi, pembacaan buku,
jurnal, artikel, dan situs web yang membahas topik-topik tersebut [4] .

B. Persiapan Data

Penelitian ini menggunakan dataset Leeds Sports Pose (LSP) yang bersumber dari situs
Kaggle (https://www kaggle.com/datasets/dkrivosic/leeds-sports-pose-lsp?).  Dataset LSP
merupakan koleksi yang terdiri dari 2000 citra yang umumnya memperlihatkan aktivitas olahraga
seseorang, dengan sumber foto berasal dari Flickr. Dataset ini dilengkapi dengan anotasi titik
persendian tubuh yang disertakan. Anotasi tersebut meliputi 14 titik persendian pada setiap
gambar, bersama dengan nilai visibilitas. Berikut contoh gambar dari dataset LSP.
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Gambar 1. Contoh Dataset Leeds Sports Pose (LSP)

C. Preprocessing Data

Sistem prediksi ukuran tubuh menggunakan Convolutional Neural Network (CNN) ini bekerja
melalui beberapa tahapan yang terintegrasi. Proses dimulai dengan tahap preprocessing data yang
melibatkan pengambilan koordinat titik-titik kunci pada tubuh manusia. Berdasarkan koordinat
Jjoint yang diekstrak, sistem menghitung tiga ukuran tubuh sebagai target pembelajaran. Panjang
badan dihitung sebagai jarak euclidean antara bahu kiri ke pinggul kiri, panjang bahu dihitung
dari jarak bahu kanan ke bahu kiri, dan lingkar badan dihitung alternatif dari jarak leher ke pinggul
kiri. Setiap gambar di-resize menjadi ukuran 224x224 piksel untuk menjaga konsistensi input.
Nilai piksel gambar dinormalisasi ke rentang [0, 1] dengan membagi setiap piksel dengan 255
[5]. Hasil pengambilan tiga parameter tubuh dapat dilihat pada gambar 2 berikut ini.

|

Gambar 2. Visualisasi 3 Parameter Tubuh

Prosiding SEMNAS INOTEK (Seminar Nasional Inovasi Teknologi) 2025 165



INOTEK, Vol. 9
ISSN: 2580-3336 (Print) / 2549-7952 (Online)
Url: https://proceeding.unpkediri.ac.id/index.php/inotek/

D. Pembagian Data

Dataset yang terdiri dari 2000 sampel dibagi menjadi 80% untuk pelatihan dan 20% untuk
pengujian. Pembagian ini menghasilkan 1600 sampel untuk pelatihan yang digunakan dalam
proses pembelajaran model, dan 400 sampel untuk pengujian yang berfungsi sebagai data validasi
untuk mengevaluasi performa generalisasi model pada data yang tidak pernah dilihat sebelumnya.

E. Arsitektur Model

Penelitian ini menggunakan arsitektur CNN custom yang dibangun dari scratch tanpa
menggunakan pre-trained model seperti MobileNet atau ResNet. Arsitektur model yang
ditunjukkan pada gambar 3 terdiri dari input layer berukuran 224x224x3 (RGB), dua pasang
convolutional dan MaxPooling layers dengan 32 dan 64 filter, flatten layer, dense layer dengan
128 neuron, dan output layer dengan 3 neuron untuk memprediksi ketiga parameter yaitu lingkar
badan, panjang bahu, dan panjang badan.

Dimensi Output pada Setiap Layer CNN
untuk Prediksi 3 Parameter Tubuh
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Gambar 3. Alur Arsitektur Model CNN

F. Convolutional Neural Network (CNN)

Metode yang paling banyak digunakan dalam pengolah citra adalah metode Convolutional
Neural Network (CNN) [6]. Convolutional Neural Network (CNN) merupakan salah satu
algoritma dari Deep Learning yang merupakan hasil pengembangan dari Multilayer Perceptron
(MLP) yang dirancang untuk melakukan olah data menjadi bentuk dua dimensi, yaitu gambar
atau suara [7]. Deep learning adalah konsep pembelajaran mesin yang didasarkan pada jaringan
saraf tiruan [8]. CNN termasuk dalam jenis Deep Neural Network karena kedalaman jaringan
yang tinggi dan banyak diaplikasikan pada data citra [9]. CNN terbentuk dari neuron yang
tersusun membentuk sebuah filter dengan memiliki panjang dan tinggi yang didalamnya terdapat
weight, bias dan aktivasi [10].

CNN memiliki beberapa komponen utama yang membuatnya efektif dalam pengolahan citra,
yaitu layer konvolusi, layer pooling, dan fully connected layer. Layer konvolusi berfungsi untuk
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mengekstrak fitur-fitur penting dari citra input melalui operasi konvolusi dengan menggunakan
kernel atau filter yang dapat mendeteksi pola-pola tertentu seperti garis, sudut, dan tekstur. Layer
pooling berperan dalam mengurangi dimensi data sambil mempertahankan informasi penting,
sehingga dapat mengurangi kompleksitas komputasi dan mencegah overfitting. Fully connected
layer pada bagian akhir jaringan berfungsi sebagai classifier yang mengklasifikasikan fitur-fitur
yang telah diekstrak ke dalam kelas-kelas tertentu.

Arsitektur CNN juga dilengkapi dengan fungsi aktivasi seperti ReLU (Rectified Linear Unit)
yang membantu dalam mengatasi masalah vanishing gradient dan mempercepat proses
pembelajaran. Keunggulan utama CNN dibandingkan dengan metode pengolahan citra tradisional
adalah kemampuannya untuk secara otomatis mempelajari representasi fitur yang optimal dari
data training tanpa perlu melakukan feature engineering secara manual. Hal ini membuat CNN
sangat efektif dalam menangani variasi citra yang kompleks, termasuk perubahan pencahayaan,
rotasi, dan skala objek dalam citra.
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Gambar 4. Arsitektur CNN

(Sumber : https://medium.com)

G. Evaluasi

Berdasarkan hasil pengujian yang telah dilakukan, model CNN untuk prediksi dimensi tubuh
manusia menunjukkan performa yang sangat bervariasi dengan rentang error dari 1.20% hingga
3,403.99%. Model menunjukkan kemampuan yang baik pada kondisi optimal, seperti yang
terlihat pada gambar 3 dengan error rendah di mana semua parameter dapat diprediksi dengan
akurasi tinggi (error di bawah 3%). Namun, model masih mengalami kendala signifikan pada
gambar dengan pose non-standar atau kualitas keypoint detection yang rendah, terutama terlihat
pada parameter panjang bahu yang menunjukkan variabilitas error paling tinggi.

Secara keseluruhan, model menunjukkan potensi yang baik namun masih memerlukan
peningkatan dalam hal konsistensi dan robustness. Parameter lingkar badan dan panjang badan
menunjukkan prediksi yang relatif lebih stabil dibandingkan panjang bahu yang sangat sensitif
terhadap kualitas deteksi keypoint. Untuk meningkatkan performa, diperlukan perbaikan pada
aspek augmentasi data, implementasi validasi keypoint, dan penggunaan teknik ensemble untuk
meningkatkan konsistensi prediksi secara keseluruhan.
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I11. HASIL DAN PEMBAHASAN

Pada bab ini menyajikan hasil dari pengujian menggunakan dataset LSP dengan metode
Convolutional Neural Network untuk memprediksi tiga parameter tubuh manusia yaitu lingkar
badan, panjang bahu, dan panjang badan. Pengujian dilakukan dengan membandingkan nilai
prediksi model terhadap ground truth yang dihitung dari koordinat keypoint. Hasil pengujian
dapat dilihat pada gambar berikut ini.

] GAMBAR TERBAIK ] GAMBAR TERBURUK
im0186.jpg im0074.jpg
Rata-rata Error: 1.20% Rata-rata Error: 3403.99%

DETAIL GAMBAR TERBAIK: DETAIL GAMBAR TERBURUK:
PREDIKSI MODEL: PREDIKSI MODEL:

+ Chest: 47.83 px + Chest: 51.41 px

+ Shoulder: 18.38 px + Shoulder: 31.24 px

+ Body: 42.07 px * Body: 43.33 px

GROUND TRUTH: GROUND TRUTH:

+ Chest: 49.04 px + Chest: 54.16 px

+ Shoulder: 18.31 px + Shoulder: 0.30 px

+ Body: 42.37 px + Body: 47.72 px

SELISIH & ERROR: SELISIH & ERROR:

* Chest: 1.21 px (2.48%) * Chest: 2.75 px (5.07%)
* Shoulder: 0.07 px (0.40%) * Shoulder: 30.93 px (10197.72%)
+ Body: 0.30 px (0.72%) + Body: 4.39 px (9.19%)

Gambar 5. Hasil Prediksi Model CNN

Berdasarkan gambar 5 di atas, hasil pengujian menunjukkan rentang performa yang sangat
luas dari akurasi tinggi hingga error yang signifikan. Model yang dikembangkan menunjukkan
variabilitas performa yang cukup besar tergantung pada karakteristik gambar input yang
digunakan.

Gambar 5 dengan performa terbaik menunjukkan bahwa model dapat mencapai akurasi yang
sangat tinggi pada kondisi tertentu. Gambar tersebut menunjukkan performa terbaik dengan rata-
rata error hanya 1.20%, di mana ketiga parameter berhasil diprediksi dengan error di bawah 2%.
Hal ini menunjukkan bahwa model memiliki potensi untuk mencapai akurasi tinggi pada gambar
dengan karakteristik pose dan pencahayaan yang optimal.

Di sisi lain, analisis terhadap gambar 5 dengan error tertinggi mengungkapkan tantangan
utama model. Gambar tersebut menunjukkan kasus ekstrem dengan rata-rata error 3,403.99%,
terutama disebabkan oleh error panjang bahu yang mencapai 10,197.72%. Kasus seperti ini
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umumnya terjadi pada gambar dengan pose yang tidak standar, okklusi, atau kualitas deteksi
keypoint yang rendah.

IV. KESIMPULAN

Penelitian ini berhasil mengembangkan model CNN yang mampu memprediksi tiga parameter
penting tubuh manusia meliputi lingkar badan, panjang bahu, dan panjang badan dari gambar
pose dengan tingkat akurasi yang menjanjikan pada kondisi optimal. Model menunjukkan
kemampuan generalisasi yang baik pada mayoritas data uji, dengan performa terbaik mencapai
error di bawah 2% untuk semua parameter. Model bekerja optimal pada gambar dengan pose
standar dan kualitas keypoint yang baik, namun mengalami penurunan performa drastis pada
kondisi yang kurang ideal.
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