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Abstrak— Di seluruh dunia, stroke adalah penyebab kematian dan kecacatan jangka panjang nomor dua.
Untuk mengurangi risiko komplikasi dan meningkatkan peluang kesembuhan pasien, deteksi dini stroke
sangat penting. Tujuan penelitian ini adalah untuk meningkatkan akurasi deteksi dini stroke dan
menyediakan platform interaktif yang dapat digunakan oleh praktisi kesehatan maupun masyarakat umum
dalam upaya pencegahan stroke secara lebih efektif. Dataset Kaggle dengan 5.110 sampel dan dua belas
fitur digunakan. Implementasi model, pembagian dataset (80 persen pelatihan, 20 persen pengujian), dan
pra-pemrosesan data (menangani nilai yang tidak ada, transformasi data, dan penyeimbangan kelas
menggunakan SMOTETomek) adalah tahapan penelitian. Hasilnya menunjukkan akurasi sebesar 96%
untuk kedua kelas—stroke dan non-stroke—dengan presisi dan recall yang seimbang. Untuk memfasilitasi
visualisasi dan prediksi secara real-time, framework Streamlit digunakan dalam pengembangan aplikasi.
Hasil penelitian menunjukkan bahwa kombinasi AdaBoost-Random Forest berhasil dalam klasifikasi
stroke. Aplikasi berbasis web ini mungkin menjadi alat bantu yang bermanfaat untuk diagnosis stroke cepat.
Kata Kunci— AdaBoost, Deteksi Dini, Random Forest, Streamlit.

Abstract— Worldwide, stroke is the second leading cause of death and long-term disability. To reduce
the risk of complications and increase patients' chances of recovery, early detection of stroke is essential.
The aim of this study is to improve the accuracy of early stroke detection and provide an interactive
platform that can be used by both healthcare practitioners and the general public to prevent stroke more
effectively. The Kaggle dataset with 5,110 samples and twelve features was used. Model implementation,
dataset division (80 percent training, 20 percent testing), and data pre-processing (handling missing
values, data transformation, and class balancing using SMOTETomek) were the research stages. The
results showed an accuracy of 96% for both classes-stroke and non-stroke-with balanced precision and
recall. To facilitate real-time visualization and prediction, the Streamlit framework was used in the
application development. The results showed that the AdaBoost-Random Forest combination was
successful in stroke classification. This web-based application may be a useful tool for rapid stroke
diagnosis.
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I. PENDAHULUAN

Stroke adalah Salah satu penyebab utama kecacatan jangka panjang dan kematian nomor dua
di dunia [1]-[3]. Untuk mengurangi risiko komplikasi dan meningkatkan peluang kesembuhan
pasien, sangat penting untuk mendeteksi potensi stroke sejak dini. Dalam bidang kesehatan,
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penggunaan pembelajaran mesin telah berkembang menjadi metode yang menguntungkan untuk
membantu pengambilan keputusan medis yang cepat dan tepat [4].

Salah satu teknik pembelajaran mesin yang umum digunakan dalam klasifikasi penyakit
adalah Random Forest, sebuah algoritma berbasis pohon keputusan yang mampu menangani data
dengan kompleksitas tinggi dan menghasilkan akurasi prediksi yang cukup baik [5], [6], Random
Forest merupakan sebuah algoritma multifungsi berbasis pohon keputusan [7]. Namun demikian,
kinerja algoritma ini masih dapat dioptimalkan lebih lanjut dengan menerapkan pendekatan
boosting. AdaBoost (Adaptive Boosting) merupakan salah satu algoritma boosting yang terbukti
efektif dalam meningkatkan performa model klasifikasi dengan menggabungkan beberapa weak
learners menjadi model yang lebih kuat [8].

Dalam upaya mendekatkan hasil penelitian kepada pengguna akhir, Streamlit, sebuah
framework Python untuk membangun aplikasi web interaktif, telah menjadi pilihan populer bagi
para ilmuwan data dan insinyur pembelajaran mesin, seperti pada penelitian [9] framework
streamlit digunakan untuk membuat dashboard kinerja program studi. Penelitian [10]
menggunakan frame streamlit untuk memprediksi penurunan tekanan ban pada kendaraan
pertanian, penelitian [11] menggunakan frame work streamlit untuk sistem rekomendasi tanaman,
kemudian penelitian [12] menggunakan framework untuk memprediksi penyakit tanaman,
penelitian [13] menggunakan framework streamlit untuk menganalisa sentimen pada platform
twitter secara realtime. Dari hasil penelitian sebelumnya framework ini memungkinkan
pengembangan antarmuka pengguna yang mudah dipahami dengan cepat tanpa memerlukan
keahlian khusus dalam pengembangan web, sehingga sangat potensial untuk dimanfaatkan dalam
penelitian ini sebagai sarana untuk visualisasi data dan penyajian hasil analisis secara real-time.

Penelitian ini adalah lanjutan dari penelitian yang diteliti oleh [5], [14], dengan
menggabungkan algoritma Random Forestdan Adaptive Boosting (AdaBoost) dalam membangun
sebuah aplikasi deteksi dini penyakit stroke berbasis machine learning menggunakan framework
Streamlit. Tujuan utama penelitian ini adalah untuk meningkatkan akurasi deteksi dini stroke dan
menyediakan platform interaktif yang dapat digunakan oleh praktisi kesehatan maupun
masyarakat umum dalam upaya pencegahan stroke secara lebih efektif.

II. METODE

Metode yang digunakan penelitian ini adalah metode kuantitatif dengan pendekatan
experiment, pendekatan expertiment digunakan pada pembuatan model algortima. Pendekatan
experiment digunakan untuk menguji hubungan sebab akibat antara variabel bebas (Independent)
dan variabel terikat (Dependent) [15]. Langkah — langkah metode penelitian ini dapat dilihat pada
Gambar 2.1.
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Gambar 1. Diagram Alur Penelitian

Pada gambar 1 dapat dideskripsikan sebagai berikut:

A. Pengumpulan Data
Data yang digunakan pada penelitian ini adalah dataset publik dengan nama “stroke dataset”
yang diambil dari website kaggle [16]. Data ini terdiri dari 5110 baris dan 12 kolom serta
sudah pernah dibuat dataset untuk penelitian yang dilakukan oleh [5], [17] yang dapat diunduh
pada situs kaggle (https://www.kaggle.com/datasets/fedesoriano/stroke-prediction-dataset).
Data pasien yang terkena stroke ditandai dengan angka 1 dan data pasien yang tidak terkena
stroke ditandai dengan angka 0.

B. Pra Proses

Pra Proses data berguna untuk membersihkan dan mempersiapkan data agar dapat digunakan
dalam analisis algoritma Random Forest. Proses ini juga disebut dengan pembersihan data
(cleanning Data), pembersihan data yang dilakukan pada penelitian ini adalah mengisi data
dari kolom dataset yang kosong (nul/l) dengan rata rata kolom, menghapus data yang sama
(duplicated) jika ada, mengahapus nilai “Other” pada kolom gender, menghapus kolom “Id”,
kemudian mengubah tipe data (transform) pada kategorikal (non-numerik) menjadi number
(numerik). Setelah merubah tipe data, langkah berikutnya menyeimbangkan data
menggunakan teknik hybrid SMOTETomek.

C. Proses
Setelah dataset sudah melalui proses praproses, langkah berikutnya ialah memilih variabel
bebas dan variabel terikat, kemudian membagi dataset menjadi dua yaitu data traning dan data
testing dengan ukuran data testing sebesar 20% dari total dataset.

D. Penerapan Model Algoritma

Pada tahap ini, algoritma yang digunakan adalah AdaBoost Random Forest. Algoritma
Random Forest adalah salah satu algoritma pembelajaran mesin yang sangat efektif. Karena
kemampuannya untuk menyesuaikan diri dengan non-linearitas data, algoritma ini cocok
untuk tugas prediksi. Random Forest dikatakan cocok untuk dataset sedang hingga besar. Jika
jumlah variabel independen lebih besar dari jumlah observasi, algoritma ini dapat berfungsi
karena tidak semua variabel prediktor digunakan sekaligus [7], [18]. Kemudian menyimpan
model algoritma yang sudah dibuat dalam bentuk “.pk{”.

E. Pembuatan Aplikasi
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Pembuatan aplikasi deteksi dini penyakit stroke akan melibatkan framework (kerangka kerja),
yang berfungsi untuk memudahkan dalam merancang tampilan serta pemasangan algoritma
machine learning ke aplikasi tersebut. Penelitian ini menggunakan framework Streamlit,
streamlit adalah framework yang dibuat khusus untuk Python yang dimaksudkan untuk
membangun aplikasi web dalam bidang pembelajaran mesin dan ilmu data. Setelah aplikasi
web selesai dibuat, Streamlit memungkinkan pengguna menggunakan platform cloud untuk
menginstal, mengelola, dan hosting aplikasi tersebut [13]. Setelah aplikasi sudah dibuat
penulis juga melakukan testing pada aplikasi tersebut.

I11. HASIL DAN PEMBAHASAN

Pembuatan aplikasi deteksi dini penyakit stroke dimulai dengan membuat model algoritma,

pembuatan model algoritma menggunakan tools jupyter notebook, sedangkan untuk pebuatan

program aplikasi deteksi dini penyakit stroke menggunakan fools vscode dengan bahasa
pemrograman python. Adapun langkah langkah pembuatan model dapat dilihat pada deskripsi
dibawah ini.

A. Persiapan Data

Membaca dataset yang didapatkan melalui website kaggle dengan menggunakan library
pandas yang tersedia pada aplikasi anaconda, setelah dataset terbaca, terdapat 5110 pasien
yang terkena stroke dan tidak stroke dan 12 fitur dimana kolom “stroke” merupakan variabel
dependen (y) dan sisi kolom merupakan variabel independen (X). Dataset dimuat kedalam
bentuk dataframe menggunakan library Pandas pada python agar mudah untuk dimanipulasi,

analisis, dan visualisasikan. Atribut dataset tersebut dapat dilihat pada Tabel 1 berikut.

Tabel 1. Atribut Dataset

Kode Variabel Deskripsi
A Id Identitas pasien
B Gender "Laki laki", "Perempuan" atau "Lainnya"
C Age Usia Pasien
D Hypertension 0 Jika Pasien Tidak memiliki, 1 Jika Pasien memiliki
E Heart disease 0 Jika Pasien Tidak memiliki, 1 Jika Pasien memiliki
F Ever_married "Tidak" atau "lya"
G Work_type "Anak", "Pe.:gawai Pemerintahan", "Tidak Bekerja", "Pribadi"
or "Pegawai Swasta "
H Residence type "Perkotaan" or "Perdesaan"
I Avg glucose level Rata rata gula darah
J Bmi body mass index (berat badan ideal)
K Smoking. status "Pemah- Mer(?kok", "'Tidak Pernah merokok", "Perokok"
- atau "Tidak diketahui"
L Stroke 0 Jika Pasien Tidak memiliki, 1 Jika Pasien memiliki

Prosiding SEMNAS INOTEK (Seminar Nasional Inovasi Teknologi) 2025

456



INOTEK, Vol. 9
ISSN: 2580-3336 (Print) / 2549-7952 (Online)
Url: https://proceeding.unpkediri.ac.id/index.php/inotek/

Dari tabel 1, isian dataset dapat dilihat pada gambar 2 berikut.

id gender age hypertension heart disease ever married work_type Residence_type avg glucose level bmi smoking status stroke

0 9046 Male 67.0 0 1 Yes Private Urban 228,69 366 formerly smoked 1

1 51676 Female 61.0 0 0 Yes Self-employed Rural 202.21 NaN never smoked 1

2 31112 Male 80.0 0 1 Yes Private Rural 10592 325 never smoked 1

3 60182 Female 49.0 0 0 Yes Private Urban 17123 344 smokes 1

4 1665 Female 79.0 1 0 Yes Self-employed Rural 17412 240 never smoked 1
5105 18234 Female 80.0 1 0 Yes Private Urban 83.75 NaN never smoked 0
5106 44873 Female 81.0 0 0 Yes Self-employed Urban 125.20 400 never smoked (4]
5107 19723 Female 350 0 4] Yes Self-employed Rural 8299 306 never smoked [}
5108 37544 Male 51.0 0 0 Yes Private Rural 166.29 256 formerly smoked 0
5109 44679 Female 440 0 0 Yes Govt_job Urban 85.28 26.2 Unknown 0

5110 rows x 12 columns

Gambar 2. Isi dataset Stroke

Pada gambar 2, ternyata terdapat fitur “bmi” yang memiliki data kosong. Jumlah data yang
hilang pada dataset dapat dilihat pada Tabel 2 berikut.

Tabel 2. Nilai Hilang pada dataset Stroke

Feature Number of Missing Value
Id 0
Gender 0
Age 0
Hypertension 0
Heart disease 0
Ever_married 0
Work type 0
Residence_type 0
Avg glucose level 0
Bmi 201
Smoking_status 0
Stroke 0

Dari 5110 total record dataset, kolom “bmi” memiliki total 201 nilai yang hilang (kosong),
seperti pada tabel 2. Kemudian penulis mengatasi missing value tersebut dengan menggunakan
nilai rata-rata dari fitur “bmi”, dan juga menghapus kolom “Id”, hasil dari langkah ini dapat
dilihat pada Tabel 3.

Tabel 3. Hasil Impitasi Mising Value

B C vee | J K L
Female 61 ... 202.21 28.8 never smoked 1
Male 80 ... 10592 32.5 never smoked 1
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Female 49 ... 171.23 344 smokes 1
Female 79 ... 174.12 24 never smoked 1

Kemudian mentransformasikan fitur yang bernilai non-numerik (huruf) menjadi numerik
dengan menggunakan teknik Labelencoder, hasilnya ditunjukkan pada Tabel 4. Langkah ini
penting dilakukan agar dataset dapat dilatih menggunakan algoritma Random Forest With
AdaBoost.

Tabel 4. Hasil Transformation

B C D E F G H K L
1 67 0 1 1 2 1 1 1
0o 61 0 0 1 3 0 2 1
1 8 0 1 1 2 0 2 1
0O 49 o0 0 1 2 0 3 1
o 79 1 0 1 3 1 2 1

Setelah melakukan transformasi data, peneliti menemukan bahwa dataset stroke mengalami
ketidakseimbangan, ketidakseimbangan data dapat menyebabkan penurunan performa
algoritma Random Forest, sehingga perlu dilakukan metode penyeimbangan data dengan
menggunakan teknik hybrid (SMOTETomek). Hasil sebelum dan sesudah penyeimbangan data
dapat dilihat pada Gambar 3.

Gambar 3. Hasil Penyeimbangan Data

Langkah selanjutnya adalah membagi data menjadi dua bagian, 80% untuk data training dan
20% untuk data testing. Kemudian latih data training dengan skema parameter pada algoritma
Random Forest With AdaBoost dan prediksi label menggunakan data testing.

B. Penerapan Model Algoritma
Dataset yang sudah selesai dibagi menjadi dua bagian, berikutnya akan di pakai dan di
terapkan pada model, hasil klasifikasi yang berisi accuracy, precision, recall, dan f1-score
dapat dilihat pada gambar 4 berikut.
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precision recall fl-score  support

] 0.97 8.94 9.96 983

1 0.94 8.97 9.96 943

accuracy 8.96 1926
macro avg 0.96 8.96 9.96 1926
weighted avg .96 .96 8.96 1926

Gambar 4. Hasil Klasifikasi AdaBoost Random Forest

Dari gambar 4, akurasi dari model yang dibuat memiliki nilai sebesar 96%, model ini memiliki
presisi yang tinggi untuk label “tidak stroke” sebesar 97% dengan recall yang tidak terlalu
tinggi dan rendah dengan nilai 94%. Model ini juga memiliki presisi untuk label “stroke”
sebesar 94% dengan nilai recall yang tinggi sebesar 97%. Model ini memiliki nilai f1-score
yang sama untuk label “tidak stroke” dan “stroke” sebesar 96%.

C. Pembuatan Aplikasi
Model algoritma Random Forest with AdaBoost diubah menjadi file “.pkl” dengan
menggunakan modul python pickle untuk meningkatkan efisiensi eksekusi data. Pada
penelitian ini, Framework Streamlit digunakan karena tidak membutuhkan berkas template
khusus, tampilannya disusun di berkas utama Python dengan beberapa modul Streamlit,
tampilan arsitektur aplikasi yang digunakan dapat dilihat pada gambar 5.

Presentasion Legika al Prediksi Stroke Library dan Tools
yang Digukankan:

vee Backend - * streamlit
@S] e |
.

e scikit-learn
@ forminput « joblib / pickle
Pengguna Preprocessing * matplotib / seaborn
Model AdaBoost
+ Random Forest
5 . Database/
Library dan Tools yang Digukankan: File CSV
o streamlit * nuMpy « joblib / pickle
¢ pandas » matplotib /seaborn

Gambar 5. Arsitektur Aplikasi

Dengan menggunakan fitur Streamlit yang disebut Streamlit Share, aplikasi dapat langsung
di-hosting. Seluruh berkas kode aplikasi diunggah terlebih dahulu ke Github, dan kemudian
berkas kode Github di-deploy melalui Streamlit Share untuk membuat aplikasi dapat diakses
secara online oleh publik. Aplikasi ini dapat diakses melalui URL berikut:
"https://strokedetect.streamlit.app/". Tampilan halaman Utama aplikasi ini dapat dilihat pada
gambar 6.
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Aplikasi Predisksi Stroke

si Penyakit Stroke

lasifikasi Adalah

Gambar 6. Dashboard Aplikasi

D. Testing Aplikasi
Pada tahapan ini penulis melakukan pengujian terhadap aplikasi yang dibuat, dengan data yang
ada pada tabel 5 berikut.

Tabel 5. Data Uji Aplikasi

B C D E F G H I J K L
1 67 0 1 1 2 1 228.69 36.6 1 1
0 61 0 0 1 3 0 202 29 2 1
1 58 1 0 1 2 1 8796 392 2 0
0o 75 0 1 1 3 0 24353 270 2 0
0 65 1 0 O O 0 22336 4530 1 O

Dari tabel 5, aplikasi ini dapat menebak bahwa pasien mungkin ada resiko stroke dengan baik,
namun pada penelitian ini masih belum menerapkan pre-proccessing yang lebih kompleks,
belum menerapkan teknik menangani kebocoran data, dan tampilan website yang belum
menarik.

IV. KESIMPULAN

Berdasarkan penelitian yang dilakukan, dapat disimpulkan bahwa algoritma AdaBoost-
Random Forest memberikan performa yang baik dalam klasifikasi stroke dengan akurasi 96%,
serta nilai precision, recall, dan F'I-score yang seimbang untuk kedua kelas. Pra-pemrosesan data
(penanganan missing value, transformasi kategorikal ke numerik, dan penyeimbangan data
menggunakan SMOTETomek) berperan penting dalam meningkatkan kualitas dataset sebelum
pemodelan. Framework Streamlit memudahkan pengembangan aplikasi web interaktif tanpa
memerlukan keahlian khusus dalam pengembangan front-end, sehingga cocok untuk
implementasi model pembelajaran mesin dalam dunia kesehatan. Aplikasi deteksi dini stroke
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yang dikembangkan dapat memprediksi risiko stroke berdasarkan input pengguna, namun masih
memiliki keterbatasan dalam hal tampilan antarmuka dan belum menerapkan teknik pencegahan
kebocoran data (data leakage).

Saran untuk Pengembangan Selanjutnya menerapkan teknik “feature engineering” yang lebih
mendalam untuk meningkatkan performa model. Menggunakan deep learning atau algoritma lain
seperti XGBoost untuk perbandingan akurasi. Memperbaiki antarmuka aplikasi agar lebih
interaktif dan informatif. Menambahkan validasi eksternal menggunakan dataset lain untuk
memastikan generalisasi model. Serta mencari cara untuk menangani kebocoran data.
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